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Abstract—Emotion is an individual’s response to an event or 

situation. Research related to emotions in the field of data 

science falls under sentiment analysis, where sentiment 

analysis mostly focuses on determining the positive or 

negative emotional tone. This study attempts to classify 

emotions into labels such as Happy, Love, Surprise, Anger, 

Fear, and Sadness. Then, these six emotion labels are further 

categorized into positive and negative groups. The dataset for 

this research comprises tweets from Twitter related to the 

2024 presidential election in Indonesia. Several machine 

learning algorithms are employed in this study, including 

Naïve Bayes (Multinomial Bayes, Bernoulli Bayes, 

Complement Bayes), K-Nearest Neighbors (KNN), and 

Support Vector Machines (SVM), comparing two feature 

extraction methods: Term Frequency-Inverse Document 

Frequency (TF-IDF) and Bag of Words (BoW). The results 

show that the use of SVM does not yield better accuracy, 

whether using TF-IDF or BoW. Therefore, this study 

improves the accuracy of the SVM algorithm by combining 

kernels available in SVM (Polynomial, Radial Basis Function 

(RBF), and Linear). From the conducted experiments, it is 

evident that SVM with a combined kernel, referred to as 

SVM Polynomial, RBF, Linier (PoRLi) in this study, achieves 

better accuracy compared to a single kernel. This is reflected 

in the classification accuracy with 6 labels, reaching 62%, 

indicating a 2% increase from SVM Linear, which obtained 

the highest accuracy using a single kernel. Furthermore, in 

the classification of 2 labels, there is also a 1% increase when 

using SVM PoRLi. It can be concluded that SVM PoRLi can 

enhance accuracy across various labels.  

Keywords—Term Frequency-Inverse Document Frequency 

(TF-IDF), Bag of Words (BoW), machine learning, multiple 

emotion, Support Vector Machines (SVM), Radial Basis 

Function (RBF), Polynomial, RBF, Linier (PoRLi), SVM 

PoRLi 

I. INTRODUCTION

Communication in modern society was observed to 

have been influenced by the rapid development of the 

internet. This is evident in the freedom to express opinions 

through social networks such as Twitter which is quite 

popular among internet users. The number of users have 

reached approximately 328 million, an increase of 6% or 9 

million active users, in the first quarter of 2017 [1]. Each 

Twitter user is free to express opinions through comments, 

known as tweets, with a character limit of 140 [2, 3]. 

Twitter data is widely used for experimentation in data 

science, such as classification tasks [3, 4]. 

Classification is a method of grouping objects or words 

based on their characteristics and this can be achieved 

through a variety of methods, either manually or using 

technology. Manual classification is usually conducted by 

humans without the help of intelligent computer 

algorithms while ethnology-assisted classification uses 

several algorithms such as Naïve Bayes Algorithm, 

Support Vector Machine, Decision Tree, Fuzzy Logic, and 

Artificial Neural Networks [5, 6]. Previous research has 

also discussed various data for classification using the 

Indonesian language [7]. 

Indonesian is the official language normally used for 

communication purposes in Indonesia. Its sentence 

structure consists of a subject, predicate, object, and 

adjunct [8], as well as is further classified as simple or 

compound based on the number of clauses or ideas [9]. The 

simple structure only has one clause while the compound 

type usually has more than one clause connected by a 

conjunction [10]. Moreover, these compound-structured 

sentences have the potential to exhibit complex emotions 

due to the existence of multiple ideas [11].  

Emotional data can be extracted from Indonesian 

sentences using machine learning processes such as text 

classification. For example, categories such as joy, love, 

fear, anger, surprise, and sadness can be generated from a 

statement using text classification based on six emotional 

classes [12]. This can be achieved using several algorithms 

such as K-Nearest Neighbors (KNN) [13], Naïve 

Bayes  [14], Support Vector Machines (SVM) [15], and 

Neural Networks [16]. Some of these algorithms, 

including the naïve Bayes family (multinomial, Bernoulli, 
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complement), KNN, and SVM were compared in this 

study. 

A previous study compared the performance of SVM, 

KNN, NB, RF, and NN in analyzing the emotions in the 

comments of netizens on Facebook concerning artists and 

the results showed that SVM had the highest algorithm at 

62% [17]. Furthermore, the sentiment towards bullying on 

Facebook was analyzed using Naïve Bayes, J48, SVM, and 

KNN algorithms, as well as the highest accuracy was also 

recorded in the SVM algorithm at 95% [18]. A similar 

observation was made in the comparison of SVM and 

Naïve Bayes on two different datasets including IMDB 

and Twitter, and the findings showed that SVM performed 

better with 83% accuracy on IMDB and 82% on 

Twitter  [19]. Moreover, the sentiments of people towards 

Moroccan universities were assessed using RF, MNB, LR 

DT, SVM, and XGboost, as well as the results indicated 

that the highest accuracy at 98% [20]. Another sentiment 

analysis was also conducted on a marketplace dataset 

using naïve Bayes and random forest and the highest 

accuracy was achieved by Naïve Bayes at 87% [21]. Nine 

algorithms were also analyzed using five datasets and the 

most accurate result of 85.1% was recorded in Naïve 

Bayes, RF, and LR [22]. Similarly, a dataset extracted 

from live Twitter streams in several languages was 

evaluated using six algorithms, and the best accuracy was 

obtained by the SVM at 95% [23]. 

The information obtained from these previous studies 

was used as the basis to gather data from dea.uii.ac.id and 

Twitter with a particular focus on the 2024 presidential 

election for this study. The Twitter data was labelled based 

on the wheel of emotions defined as mental states 

influencing individual behavior, physiological changes, 

and thoughts [24]. It is possible to transmit emotions from 

one individual to another as can be observed from the 

anger and fear triggered in an individual during a fight or 

moment of anger [25]. Likewise, seeing someone smile 

can also elicit emotions of contentment [26]. The data 

collected were labeled and verified by language and 

psychology experts in line with the theories in previous 

study. This was achieved through two steps including 

emotion labeling and categorization into positive and 

negative labels. The positive category included love and 

joy while the negative was anger, surprise, fear, and 

sadness. The approach was observed to be different from 

previous studies that only focused on the accuracy of the 

emotion [13, 15, 27] or sentiment using positive and 

negative labels [28, 29]. 

The first stage was to prepare the data obtained before 

measuring the accuracy. This was achieved by 

transforming the data into a format that is easier and more 

effective for machine learning and artificial intelligence to 

produce accurate results [30]. The preprocessing stage 

included data cleaning, case folding, tokenizing, filtering, 

stemming, and data transformation [31]. This was 

followed by weighting which was the term for the 

assignment of weights to the words in the documents in 

order to measure their significance and contribution in 

determining the class or category [32]. The two methods 

used were Bag of Words (BoW) and TF-IDF. 

BoW is one of the simplest methods to convert text data 

into computer-understandable vectors due to its ability to 

calculate the frequency of word occurrences across all 

documents [33]. Meanwhile, TF-IDF stands for Term 

Frequency-Inverse Document Frequency and combines 

the processes of Term Frequency (TF) as well as Inverse 

Document Frequency (IDF) to transform text data into 

vectors while considering the informativeness of the 

words  [34]. These two methods were compared to 

determine the best accuracy among the algorithms. This 

was in line with the practice in previous study that 

compared different term weighting methods such as 

Word2Vec and GloVe [35], TF-IDF and Count Vectorizer 

(CV) [36, 37], as well as Word2Vec, GloVe, and 

fastText  [37]. 

The next stage after term weighting was the 

development of the model using Multinomial Bayes, 

Bernoulli Bayes, Complement Bayes, KNN, and SVM. 

The process was repeated 20 times with the first 

experiment conducted using TF-IDF with six labels (five 

attempts), the second using BoW with six labels (five 

attempts), the third using TF-IDF with two labels (five 

attempts), and the fourth using BoW with two labels (five 

attempts). The aim was to observe the improvement or 

decline in the accuracy of the algorithms used. Receiver 

Operating Characteristics (ROC) which is a method 

usually used to depict, organize, and classify multiple 

predefined categories in a statistical model based on its 

performance was also applied to the six-label 

experiments  [38]. 

This study was conducted to enhance the accuracy of 

the Support Vector Machine (SVM) algorithm considered 

to have unsatisfactory performance compared to its 

application in other studies. The limitation was overcome 

by proposing a novel approach designed by combining 

three kernels including Polynomial, Radial Basis Function 

(RBF), and Linear simultaneously and referred to as PoRLi. 

This combination has been proven to have the capacity to 

significantly improve the accuracy of an algorithm. 

II. MATERIALS AND METHODS 

The motivation, framework, stages, materials, initial 

data processing, tools, methods, experiments, tests, 

evaluation, and validation associated with this study were 

discussed in this section. The methodology employed is 

presented in the following Fig. 1. 

Study framework is a diagram that provides an 

overview of the logical flow of the study. Fig. 1 shows that 

this study was broadly divided into three components 

including the input, process, and output. The input was the 

sequential data, particularly Multiple Text Datasets, the 

process was the adoption of the Naïve Bayes, Support 

Vector Machine, and Neural Network algorithms for text 

classification and outlier detection in the multiple text 

dataset, and the output included the deviant news or 

information from the multiple-text dataset and the 

classification of different emotions in Indonesian text. 
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Fig. 1. Methodology flow. 

A. Dataset 

The data for this study was collected from tweets on 

Twitter. The tweet data was retrieved using the Drone 

Emprit Academy portal (https://dea.uii.ac.id/). The 

collected data is from a project named ‘pemilu’ (election) 

spanning from January to April. A total of 5,000 tweets 

were initially retrieved, and then filtering was applied. 

Retweets were excluded from the study because a retweet 

is a feature where another account shares someone else's 

post as their own tweet. After removing these retweets, the 

total number of tweet data was reduced to 1,648. This set 

of tweet data will undergo further processing 

B. Data Labelling 

This study focuses on individuals’ emotions in 

expressing their opinions on the elections in Indonesia. A 

total of 1648 tweets were then labeled based on Plutchik's 

wheel of emotions. From this emotional wheel, six 

emotion labels were obtained: sadness, fear, surprise, 

anger, joy, and love. The labeling process was also 

validated by an expert in Indonesian language and a 

psychologist, who is an active lecturer at Universitas 

Lancang Kuning and Universitas Islam Riau. After the 

data labeling process into six emotion labels, this research 

further categorized these emotion labels into positive and 

negative based on expert advice used in this study. 

Emotion labels of love and joy were classified as positive, 

while sadness, fear, surprise, and anger were classified as 

negative. This categorization aims to assess the reliability 

of the model to be improved, examining whether it can 

enhance accuracy for both 2 and 6 labels. 

C. Pre-Processing 

The pre-processing stated was based on the following 

six stages depicted in Fig. 2. 

1) Data cleaning 

The data cleaning process was used to sanitize the data 

by removing mentions, hashtags, retweets, symbols, links, 

numbers, converting line breaks into spaces, and trimming 

leading as well as trailing spaces from the text [31].  

2) Case folding 

The data obtained were unstructured in terms of 

capitalization and this led to the application of case folding 

to convert all the words to lowercase. 

3) Tokenizing 

The sentences in the data were broken down or 

separated into words in this stage to aid the analysis 

process. 

4) Filtering 

The tokenization was followed by the filtering stage to 

remove the words considered unimportant. 

5) Stemming 

The stemming process was used to remove the affixes 

and endings in each word to have only the base form and 

this was achieved using the Sastrawi library. 

6) Transformation 

The final stage in the preprocessing was the 

transformation which focused on converting the previous 

word-based labels into numeric form automatically using 

Label Encoder. 

 

 

Fig. 2. Pre-processing. 

D. Feature Extraction 

Feature extraction is a technique normally used to select 

certain characteristics from a given form and analyze the 
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contents produced for further processing. Meanwhile, 

classification can be explained as the process of assigning 

an object to one of the predefined categories. This study 

used two feature extraction techniques, TF-IDF and Bag of 

Words (BoW), which have also been used in previous 

studies related to machine learning. 

The reason for choosing TF-IDF and BoW as feature 

extraction methods is based on the primary characteristics 

of text data. TF-IDF provides a simple representation of 

terms, taking into account term significance, reducing the 

weight of common terms, and scalability. Moreover, TF-

IDF, as indicated by several studies, has been shown to 

improve accuracy compared to other feature extraction 

methods when applied to machine learning  

algorithms [36, 39]. Furthermore, BoW is chosen because 

it represents words based on their frequency of occurrence 

within a sentence in textual data [40]. 

E. Modeling 

The selection of algorithms in this study is based on 

several previous research studies that indicate these 

algorithms achieve relatively high accuracy. Table I 

presents the findings of previous research studies, which 

affirm the high accuracy of the chosen algorithms. 

Based on previous studies, testing was conducted using 

the mentioned algorithms. The experiments were 

performed 20 times, as outlined in Table II. Additionally, 

this research will also compare the TF-IDF and BoW 

feature extraction methods.  

TABLE I. REASONS FOR SELECTING THE ALGORITHM 

No Researcher Algorithm Dataset Accuracy 

1 Ressan and Hassan [41] Multinomial Bayes Twitter (3,057 Tweet) 91.6% 
2 Rahman and Hossen [42] Bernoulli Bayes Review Movie (2,000) 87.50% 

3 Seref and Bostanci [43] Complement Bayes Amazon Movie Review (1,3576) 75.63% 

4 Isnain et al. [44] KNN Twitter (1,825 Tweet) 85% 
5 Gopi et al. [45] SVM with kernel RBF Twitter (25,000 Tweet) 98.8% 

6 Imamah et al.  [46] SVM with kernel Linear Tourist Reviews in bangkalan regency (1,394 reviews) 70.22% 

7 Muflikhah et al.  [47] SVM with kernel Polynomial 400 comments from Tokopedia.com 88.75% 

TABLE II. ALGORITHM TESTS ON 2 AND 6 LAB 

Labels Feature Extraction Algorithm Researcher 

Fine-Grained  

TF-IDF 

Multinomial Bayes Imelda and Kurnianto [48] 

Bernoulli Bayes Sani et al. [49] 

Complement Bayes Cahyani et al. [50] 

KNN Zamsuri et al. [51] 
SVM Mohammed and Omar [52] 

BoW 

Multinomial Bayes Chingmuankim and Jindal [53] 

Bernoulli Bayes Nishadi [54] 

Complement Bayes Ibrahim et al. [55] 
KNN Zamsuri et al. [51] 

SVM − 

More than 4 labels 

TF-IDF 

Multinomial Bayes Ilic et al. [56] 
Bernoulli Bayes Wongso et al. [57] 

Complement Bayes − 

KNN Chen et al. [58] 
SVM Siddiqua et al. [59] 

BoW 

Multinomial Bayes Mocherla et al.  [60] 

Bernoulli Bayes − 

Complement Bayes − 

KNN Zamsuri et al. [51] 

SVM − 

 

From several experiments, it is observed that there are 4 

experiments that have not been conducted by previous 

researchers. Therefore, this study will attempt to examine 

the accuracy generated by the algorithms used, using both 

6 labels and 2 labels. In addition to accuracy, this research 

also examines the results of the Receiver Operating 

Characteristic (ROC). The ROC is a curve that illustrates 

the classification results of true positive and false positive 

classes.  

F. SVM Model Development 

Only a single algorithm, SVM, was developed in this 

study but it offers several kernels such as polynomial, RBF, 

Sigmoid, and Linear [61, 62]  as indicated in the following 

Fig. 3. 

Fig. 3 shows that the SVM developed was based on 

three different kernels and this is the novelty of this study 

compared to the previous ones. This was because most past 

studies used only SVM kernels and compared the 

modeling accuracy [63, 64] while this study included 

additional kernels. 

Improvement in the SVM algorithm is implemented 

because the algorithm in the previous study achieved 

reasonably good accuracy but occasionally obtained 

relatively low accuracy. This can be observed in Table III.  
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Fig. 3. Hybrid kernel SVM PoRLi multiple emotion. 

TABLE III. SVM INCONSISTENCY 

Researcher Accuracy 

Aljwari [65] 63% 

Muis et al. [66] 70% 
Imamah et al. [46] 98.8% 

 

Performance of SVM by employing a hybrid kernel 

approach, specifically utilizing Polynomial, RBF, and 

Linear kernels (PoRLi). This initiative aims to bolster the 

model's capacity to capture diverse patterns and 

relationships within the data. Furthermore, it seeks to 

capitalize on the unique strengths inherent in each type of 

kernel. The Polynomial kernel is chosen to capture non-

linear relationships, the RBF kernel is employed to address 

complex and non-convex patterns, and the Linear kernel is 

utilized to handle linearly separable patterns. 

The rationale behind selecting this combination lies in 

the complementary nature of these kernels, allowing the 

model to exhibit versatility across various data patterns. By 

integrating these kernels, the expectation is that the model 

becomes more robust and adaptable to the intricacies 

present in the dataset. This strategic combination is 

anticipated to empower the model, enabling it to 

effectively navigate and adapt to the complexity inherent 

in the dataset. 

III. RESULT AND DISCUSSION 

The results from the 20 experiments conducted using 5 

algorithms including Multinomial Bayes, Bernoulli Bayes, 

Complement Bayes, KNN, and SVM are discussed in this 

chapter. The experiments were based on 2 feature 

extraction techniques including Term Frequency-Inverse 

Document Frequency (TF-IDF) and Bag of Words (BoW). 

The results obtained based on the 6 labels previously 

identified are presented in the following Fig. 4. 

1) Term weighting 

Term weighting is the process of calculating the weight 

of each term searched for in each document so that the 

availability and similarity of a term in the document can be 

determined [67]. The following is the weighting term used 

in this research. 

2) Term Frequency-Inverse Document Frequency 

(TF-IDF) 

TF-IDF was used to measure the importance of a word 

in a document within the context of the larger collection. 

The main purpose was to assign weights to words having 

a high frequency in a particular document but rarely in 

others within the collection.  

3) Bag of Word (BoW) 

Bag of Words (BoW) was used to represent text or 

documents in the form of numeric vectors in machine 

learning. The approach treated each document as a 

collection of words contained, regardless of their order. 

The goal was to measure the frequency of word 

occurrences in the document to be used as features in 

analysis or machine learning modelling.  

 

 

Fig. 4. Number of per label data. 

A. Model 6 Label Performance 

Performance results on the model using 6 labels with 

TF-IDF feature extraction show that the SVM method has 

maximum accuracy with a score of 60% while Bernoulli 

Bayes has a minimum accuracy of 53%. In KNN, the 

elbow method is used to determine the optimal K value 

based on model performance on validation or test data, and 

the accuracy is found to be 57%. then if we use BoW 

feature extraction, the SVM algorithm's accuracy is 

reduced to 58% while Complement Bayes increases from 

59% to 60% with BoW. The modeling process is 

visualized using a bar diagram as presented in Fig. 5. 
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Fig. 5. Algorithm comparison accuracy with 6-labels. 

The information presented in Fig. 5 showed that 6 labels 

used produced an accuracy below 70% with the highest 

recorded to be 60%. Moreover, the highest precision score 

was obtained with the Multinomial algorithm at 71% while 

the lowest was found in BoW KNN, Bernoulli Bayes, and 

TF-IDF Bernoulli Bayes to be 53%.  

B. Model 2 Label Performance 

The highest accuracy in TF-IDF was found to be 82% 

and it was achieved by Complement Bayes. Meanwhile, 

the highest for the 6-label classification was recorded to be 

79% for SVM. This simply showed that the highest-

performing algorithm in one dataset might not necessarily 

be the best in another, thereby indicating the influence of 

different label sets on the accuracy of models. In the BoW 

experiment, it was discovered that the Multinomial Bayes 

improved from 80% to 81% while Complement Bayes 

reduced from 82% to 80%. The findings further noted that 

KNN had the lowest accuracy with only 75% as indicated 

in the comparison graph presented in Fig. 6. 

 

 

Fig. 6. Accuracy comparison of algorithms with 2-labels. 

The overall results were quite good and showed a 

significant improvement compared to using 6 labels as 

indicated in Fig. 6. The highest accuracy recorded in TF-

IDF was found with Complement Bayes while the lowest 

in BoW was with the KNN algorithm.  

From the conducted experiments, it is evident that all 

models tested on the 6-label dataset yielded suboptimal 

results. Multinomial Naïve Bayes in this study achieved a 

relatively high accuracy using TF-IDF feature extraction, 

but exhibited a decrease of approximately 12% when 

utilizing BoW. Similar trends were observed with other 

algorithms, nearly all experiencing a decline in 

performance when employing BoW for feature extraction. 

Notably, one algorithm, Bernoulli Naïve Bayes, 

maintained its accuracy. 

From the aforementioned explanations, it can be 

concluded that BoW may not be suitable for textual data 

with only 1648 instances and 6 labels. Furthermore, while 

TF-IDF produced suboptimal accuracy results, each 

algorithm can be enhanced through various methods. In 

particular, this study should address data imbalance before 

accurately assessing performance, with data balancing 

achievable through techniques such as SMOTE [7]. 

On the other hand, the dataset with 2 labels exhibited 

commendable accuracy results. This is attributed to the 

balanced nature of data within each label. Both BoW and 

TF-IDF feature extraction methods demonstrated equally 

good accuracy values. 
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C. Hybrid Kernel SVM 

The accuracy of different kernels used in SVM was 

observed to have been compared in previous studies. For 

example, the sentiment analysis conducted on social 

distancing showed that the polynomial kernel achieved the 

highest accuracy compared to linear and RBF [58]. 

Another study also compared four kernels in SVM and 

found that the Radial Basis Function (RBF) yielded the 

best F1-Score of 96.36% compared to the Linear, Sigmoid, 

and Polynomial [61]. Meanwhile, in contrast to these two 

studies, this study employed a different approach by using 

a hybrid kernel SVM which combined the Radial Basis 

Function (RBF), Linear, and Polynomial kernels. 

The hybrid or multiple kernel SVM was used to 

combine the strengths of different kernel functions to 

improve the performance of the SVM model. Some of its 

advantages are presented as follows: 

• Improved Classification Accuracy: It was able to 

capture a wider range of patterns and relationships in 

the data, thereby enhancing the classification 

accuracy compared to using a single kernel function. 

• Flexibility in Modelling Complex Data: The method 

excelled at capturing various types of patterns in data, 

thereby allowing the capability to model complex 

data with diverse patterns and dependencies. 

• Enhanced Generalization: The method allowed 

effective generalization to unseen data by combining 

different kernel functions as well as ensured 

adaptation to different data distributions and 

capturing both local and global patterns, thereby 

improving generalization performance. 

• Increased Robustness: The method was more robust 

to noise and outliers in the data and effectively 

handled data points that may be poorly classified by 

a single kernel function. 

• Improved Interpretability: In comparison to other 

complex machine learning models, hybrid kernel 

SVM presented findings that are easier to understand. 

It also provided the opportunity to learn more about 

the most important features or patterns in the 

classification task by analyzing the contributions of 

each kernel function. 

• Adaptive Learning: The method enabled adaptive 

learning by dynamically adjusting the weights 

assigned to each kernel function based on the data 

characteristics, thereby providing optimal learning 

capability. 

• Higher Flexibility in Kernel Selection: The method 

offered flexibility in selecting and combining 

different kernel functions based on the specific 

problem at hand. This customized kernel selection 

enabled the model to adapt to the specific 

characteristics of the data. 

Hybrid kernel SVM was generally observed to offer a 

robust framework to model complex data, improve 

classification accuracy, as well as enhance the 

generalization and robustness of SVM models. This was 

due to its ability to provide a versatile and flexible 

approach to machine learning tasks, thereby delivering 

improved performance across various applications. The 

study was conducted on different numbers of labels, 

specifically 2 and 6, and the findings from the first 

experiment test to compare three SVM kernels on the 2 

labels are presented in Table IV. 

TABLE IV. SINGLE KERNEL 2 LABEL SVM 

Kernel Accuracy Precision Recall F1-Score 

Linear 79% 78% 78% 78% 
RBF 76% 77% 74% 75% 

Polynomial 58% 29% 50% 37% 

 

The information presented in Table IV showed that the 

linear kernel performed better than the others in line with 

the results of earlier studies that examined these three 

kernels [68]. This was confirmed by the 79% accuracy 

recorded for linear compared to 76% for RBF and the 

lowest, 58%, for the polynomial.  

In this study, the main focus is on hybridizing the SVM 

kernel. After the hybrid process, there is an improvement, 

although not significant. This is observed in the confusion 

matrix in Fig. 7. The confusion matrix is one of the 

predictive analytical tools that displays and compares 

actual values or ground truth values with the predicted 

values of the model. It can be used to generate evaluation 

metrics such as Accuracy, Precision, Recall, and F1-Score 

or F-Measure. 

 

 

Fig. 7. Confusion Matrix model SVM PoRLi with 2-labels. 

From Fig. 7, measurements were taken for accuracy, 

precision, recall, and F1-Score. Accuracy measures how 

well your model correctly predicts the labels in the dataset. 

Accuracy can be calculated using Eq. (1). 

 A = 
TP + TN

TP + TN + FP + FN
 (1) 

where, A = Accuracy; TP = True Positive; TN = True 

Negative; FP = False Positive; FN = False Negative. 

By using the SVM PoRLi algorithm, the accuracy 

achieved is 62%, meaning that 62% of all model 

predictions are correct. Then precision measures how well 

your model successfully identifies a specific class. 

Precision is measured using Eq. (2). 

 P = 
tp

tp + fp
  (2) 

where P = Precision. 
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In this study, there is precision for labels 0 and 1. The 

following is the labeling that has been replaced with 

numbers, as presented in Table V. 

TABLE V. NAME OF 2 LABELS 

Labels Number 

Negative 0 
Positive 1 

 

Then recall is also calculated using Eq. (3).  

 R = 
tp

tp + fn
   (3) 

where R = Recall. 

Recall measures how well your model manages to find 

all instances of a specific class. Recall also has each label 

ranging from 0 to 5. Finally, calculate the F1-Score value 

using Eq. (4).  

 F = 2  
P  R

P + R
 (4) 

where F = F1-Score. 

F1-Score is a combined metric that integrates precision 

and recall. After measuring using Eqs. (1)−(4), Table VI 

represents all the calculations based on the confusion 

matrix. 

TABLE VI. CALCULATION RESULTS 2 LABELS 

Label Precision Recall F1-Score 

0  75% 80% 77% 

1 85% 81% 83% 

Accuracy 80% 
 

Then, a classification report was generated from the 

results of the confusion matrix using a Python application, 

as seen in Fig. 8. 

 

 

Fig. 8. Report classification SVM PoRLi with 2-labels. 

Fig. 8 shows there is an increase in accuracy using the 

hybrid model when compared to the single kernel as 

indicated by the 80% recorded. The value was a 1% 

increase from the highest achieved by the linear model in 

the previous test. This was followed by the application of 

the models to 6-labels and the results obtained using a 

single SVM kernel are shown in Table VII. 

TABLE VII. SINGLE KERNEL SVM 6 LABELS 

Kernel Accuracy Precision Recall F1-Score 

Linear 60% 60% 46% 48% 
RBF 48% 47% 29% 27% 

Polynomial 32% 5% 17% 8% 
 

The results presented in Table VII also showed that 

linear kernel had the highest accuracy with 60% while 

RBF had 48%, and Polynomial had the lowest with 32%. 

Then modelling was conducted using SVM PoRLi, and the 

figures in the confusion matrix are presented in Fig. 9. 

 

 

Fig. 9. Confusion matrix model SVM PoRLi with 6-labels. 

The labels, which were previously emotion labels, have 

been converted into numbers 0 and 5, as shown in 

Table  VIII. 

TABLE VIII. NAMES OF 6 LABELS 

Label Number 

Anger 0 

Love 1 
Happy 2 

Sad 3 

Afraid 4 
Surprised 5 

 

 
6 Labels 

 
2 Labels 

Fig. 10. Comparison of ROC model SVM PoRLi 6 Labels and 2 label. 
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Furthermore, the ROC results obtained for both 2-label 

and 6-label datasets are presented in the following Fig. 10. 

From Fig. 10, the calculation results for accuracy, 

precision, recall, and F1-Score can be observed in 

Table  IX. 

TABLE IX. CALCULATION RESULTS 6 LABELS 

Label Precision Recall F1-Score 

0  65% 68% 66% 

1 58% 85% 69% 

2 73% 58% 64% 
3 67% 36% 47% 

4 43% 25% 32% 

5 55% 31% 40% 

Accuracy 62% 

 

Afterwards, a classification report was conducted as 

seen in Fig. 11. 

Fig. 11 shows an improvement in accuracy from the 

single-model testing with the linear kernel reported to have 

achieved an accuracy of 60% while the hybrid model had 

62%. Moreover, all the kernels used for both 2 and 6 labels 

were compared and the results are presented graphically in 

the following Fig. 12. 

 

 

Fig. 11. Classification report hybrid kernel SVM with 6-labels. 

The comparison made using the graph in Fig. 12 showed 

that the polynomial kernel had the lowest accuracy 

compared to the others. It was also discovered that the 

hybrid kernel SVM was highly effective as indicated by its 

ability to improve accuracy across different datasets with 

varying labels.  

 

 

Fig. 12. Comparison graph of hybrid and single models with 2-label and 6-label datasets. 

The results obtained through the Hybrid Kernel SVM 

(PoRLi) have shown improvement, albeit not significantly, 

reaching 62%. This marks a 2% increase compared to a 

single kernel approach. When compared to previous 

studies, our research demonstrates superiority. In a study 

with emotions categorized into 5 labels [69], accuracies 

were reported as 49.6% with decision tree, 55.3% with 

KNN, and 56.5% with RFC. Another study utilizing KNN 

alone achieved 58% accuracy [70], and the application of 

KNN in yet another study yielded a 58% accuracy as 

well  [51]. In this study, even with the use of a single SVM 

kernel, the highest accuracy attained was 60%, specifically 

with the SVM Linear kernel. 

The Receiver Operating Characteristic (ROC) Analysis 

is a useful method for evaluating the performance of a 

classification model with multiple labels [71]. In ROC 

analysis, the Area Under the Curve (AUC) is one of the 

main metrics used to measure how well the model can 

distinguish between positive and negative classes [72]. 

The higher the AUC value, the better the model's ability to 

differentiate between these classes. Fig. 10 shows the ROC 

results in this research 

In the 6-label ROC, Label 0 has an AUC of around 0.85, 

indicating that the model has a good ability to distinguish 

between positive and negative classes for this label. The 

closer the AUC value is to 1, the better the model's 

performance. Label 1 has a higher AUC, namely 0.88. This 

indicates that the model is excellent at distinguishing 

between positive and negative classes for Label 1. This is 

a very good result. Label 2 also has a high AUC, namely 

0.86. The model has a good ability to distinguish between 

positive and negative classes for Label 2. Label 3 has the 

same AUC as Label 2, which is 0.86. This model also has 

a good ability to distinguish between positive and negative 

classes for Label 3. However, Label 4 has a slightly lower 

AUC, namely 0.78. This indicates that the model has a less 

effective ability to distinguish between positive and 

negative classes for Label 4 compared to other labels. 

Label 5 has an AUC of around 0.81, indicating that the 

model has a good ability to distinguish between positive 

and negative classes for Label 5. 
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In general, high AUC results indicate that your model is 

effective in classifying positive and negative classes for 

the given labels. However, other factors such as precision, 

recall, and specific application context should also be 

considered when evaluating the overall performance of the 

model. Then, in the 2-label scenario, the SVM PoRLi 

model consistently performs well in classifying both labels, 

and the high AUC value (0.87) indicates that the model has 

a good ability to distinguish between positive and negative 

classes, both for Label 0 and Label 1. 

This study did not conduct data balancing on the utilized 

dataset. Consequently, a mismatch between the ROC 

results and the SVM PoRLi 6-label modeling occurred. 

While ROC achieved favorable outcomes, the SVM PoRLi 

6-label modeling exhibited low confusion metric results. 

In Fig. 4, it can be observed that each label has a different 

quantity, with the highest being 508 and the lowest being 

75. 

Future research is expected to address dataset-related 

issues by implementing data balancing techniques such as 

SMOTE and Adasyn. Additionally, the enhancement of 

algorithms through alternative methods like 

hyperparameter tuning and fusion techniques (boosting, 

voting, or ensemble methods) is crucial for further 

improvements. 

D. Discussion 

Based on the conducted experiments, it was found that 

machine learning algorithms still have weaknesses in 

classifying a larger number of labels. This is evident from 

the accuracy results, where the highest accuracy for the 6 

labels was 71%, obtained from the multinomial naïve 

Bayes algorithm with TF-IDF feature extraction. 

Generally, the use of TF-IDF feature extraction in 

modeling machine learning is more effective compared to 

Bag of Words (BoW) feature extraction. In this study, 

BoW was unable to achieve an accuracy improvement of 

more than 70% for the 6 labels. Furthermore, for the 2-

label scenario, the overall results were quite good, whether 

using TF-IDF or BoW feature extraction. 

Other studies examining machine learning models with 

6 labels or more also achieved accuracies below 70%. In a 

prior study [73], accuracies of 50% for KNN with TF-IDF, 

66% for SVM with TF-IDF, and 55% for Decision Tree 

with TF-ICF were reported. Another research [74] found 

accuracies of 61% for naïve Bayes, logistic regression, 

SVM, 64% for Decision Tree, and 57% for Adaboost. 

From these results, it can be concluded that word 

weighting with feature extraction, whether using TF-IDF 

or BoW, has not been optimized for modeling in machine 

learning. In the future, improvements need to be explored 

using other methods such as boosting or ensemble 

techniques with different machine learning algorithms. 

This research also aimed to enhance the SVM algorithm. 

Although SVM demonstrated relatively high accuracy, it 

occasionally fell below 70%. The improvement of SVM 

involved combining three kernels: Polynomial, RBF, and 

Linear. This fusion showed potential to increase accuracy, 

albeit insignificantly. The following is an explanation of 

Fig. 12, the accuracy results of SVM with 6 labels and 2 

labels are presented in Table X. 

TABLE X. ACCURACY COMPARISON  

Label Model 
Evaluation Metrics 

Accuracy Precision Recall F1-Score 

Algorithm with 2 

Labels 

SVM (Linear) 79% 78% 78% 78% 
SVM (RBF) 76% 77% 74% 75% 

SVM (Poly) 58% 29% 50% 37% 

SVM (Hybrid) 80% 80% 80% 80% 

Algorithm with 6 

Labels 

SVM (Linear) 60% 60% 46% 48% 
SVM (RBF) 48% 47% 29% 27% 

SVM (Poly) 32% 5% 17% 8% 

SVM (Hybrid) 62% 60% 50% 53% 

 

SVM Linear achieved 60%, SVM RBF 48%, and SVM 

Polynomial 32%. After obtaining accuracy with a single 

kernel, this study implemented a hybrid of the three 

kernels, resulting in a 62% accuracy. In the case of 2 labels, 

SVM Linear achieved 79% accuracy, SVM RBF 76%, and 

SVM Polynomial 58%, while the hybrid kernel (PoRLi) 

achieved an accuracy of 80%, indicating a 1% 

improvement. With the improved accuracy from SVM 

PoRLi, it suggests potential use for detecting varying label 

quantities in the future. However, further research is 

necessary to assess the algorithm's performance with 

diverse and larger datasets. Additionally, variations in data 

splitting can impact accuracy, thus warranting further 

comparative studies by future researchers.  

The detection results obtained in this study can serve as 

an evaluation for the organizers of the 2024 elections in 

Indonesia. Upon analyzing the emotional identification of 

election-related tweets, it is evident that many express 

negative emotions such as sadness, fear, surprise, and 

anger. There is a need for socialization efforts targeted at 

the millennial and Generation Z demographics, who play 

a significant role in electing the President and Vice 

President of Indonesia, to prevent voter abstention. It is 

hoped that this research can provide insights for 

stakeholders to devise strategies for the 2024 election 

socialization in Indonesia. 

IV. CONCLUSION 

In conclusion, the highest accuracy in sentiment 

emotion analysis among the 6 labels was recorded at 71% 

with Multinomial Bayes using TF-IDF for feature 

extraction. For 2 labels, the best-performing algorithm was 

Complement Bayes with TF-IDF, achieving an accuracy 

of 82% and a ROC score of 87%. These results indicate a 

significant accuracy difference of 22% between the use of 

6 labels and 2 labels. The study also focused on improving 
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the SVM algorithm, which demonstrated suboptimal 

performance. The best accuracy for 2 labels was 80%, and 

for 6 labels, it was only 60% using TF-IDF for feature 

extraction. Subsequent enhancement with SVM PoRLi, a 

combination of three kernels, resulted in an improvement, 

albeit not significant. 

The limitations observed in this study were expected to 

be solved in future studies. The 60% accuracy in the 6-

label scenario can be improved further using boosting 

algorithms such as Gradient Boosting, Adaboost, and 

others. Moreover, only Machine Learning techniques were 

used and experiments were conducted on only a single 

dataset. It is recommended that future studies explore the 

model using Deep Learning and test it on different datasets 

to determine its strengths and weaknesses. Furthermore, 

hybrid testing needs to be implemented on the algorithms 

used as demonstrated in previous studies such as SVM 

with Naïve Bayes [59], SVM with KNN [60], and others. 
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