
Improving System Accuracy by Modifying the 

Transfer Learning Architecture for Detecting 

Clove Maturity Levels 
 

      

1 Department of Informatics, Khairun University, Ternate, Indonesia 
2 Department of Information System, Universitas Sembilanbelas November Kolaka, Kolaka, Indonesia 

3 Department of Information System, Universitas Islam Negeri Raden Fatah Palembang, Palembang, Indonesia 

Email: rosihan@unkhair.ac.id (R.); firman.tempola@unkhair.ac.id (F.T.); mns.usn21@gmail.com (M.N.S); 

caturerig@radenfatah.ac.id (C.E.G) 

*Corresponding author 

 

 

 
Abstract—Detecting the maturity level of cloves is the initial 

stage in getting quality cloves. Early recognition of the 

maturity level of cloves is an essential stage in the clove 

industry. The maturity level of clove flowers can provide 

valuable information to clove farmers regarding clove 

harvest time. During the process of determining the level of 

maturity, it still relies on visual observation. This causes 

novice farmers and clove workers to still make mistakes in 

determining the start of the clove harvest. For this reason, in 

this research, initial detection of the maturity level of cloves 

was carried out based on images of clove flowers. There are 

four maturity levels: mature cloves, semimature cloves, 

overmature cloves, and dry cloves. The proposed research 

method is a modification of the transfer learning architecture. 

The research results show that modifying the Transfer 

learning architecture by adding three layers can increase 

system accuracy in the VGG16 and ResNet50 models by more 

than 5%, so that the highest accuracy obtained from 

modifying the VGG16 model is 95.5% and modifying the 

ResNet50 model is 87.75%. Meanwhile, for the VGG19 model, 

accuracy increased only when initializing the number of 

epochs to 10.   

 

Keywords—detection clove maturity, modified transfer 

learning, ResNet50, VGG16, VGG19 

 

I. INTRODUCTION 

Loves are a type of spice plant native to Indonesia. 

However, clove plants have grown in several other 

countries, including India, Pakistan, and Bangladesh. In 

general, the benefits of cloves are primarily found in the 

flowers. Clove flowers have an oval and tapered shape of 

about 1–1.5 cm long. Clove flowers are green when they 

have not yet bloomed but will change color to red when 

they have bloomed. Another characteristic of cloves that is 

most distinctive is the aroma of cloves, which plays a 

significant role in using cloves as a spice. 

The benefits of cloves are not only as a flavoring but 

have been processed into various kinds of products such as 
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medicines and cosmetics. To manage cloves into various 

kinds of products, you need quality cloves. One of the 

initial stages for quality cloves is the early detection of 

clove maturity. 

Early recognition of the maturity level of cloves is an 

essential stage in the clove industry. The maturity level of 

clove flowers can provide valuable information to clove 

farmers regarding clove harvest time. This is because if the 

harvest is late, the flower buds will bloom. If left untreated, 

the clove flowers will ripen, and they will no longer be 

suitable for harvesting but will be left for the clove seeding 

process. So, the optimal harvest time is when the clove 

flower buds are still attached because this will affect the 

cloves’ quality and weight [1]. This will also affect the 

value of clove exports on the global market [2, 3]. 

So far, research on the maturity level of cloves has never 

been carried out. Only a few researchers classify cloves, 

but with different types of classes. As done by 

Prayogi et al. [4], the quality of cloves was classified using 

the Convolution Neural Network method. The 

experimental process was carried out only on the Epoch 

initialization parameters. Other experiments were not 

carried out that could increase the accuracy of the CNN 

method. Yaspin et al. [5] also classified cloves into four 

classes of dried cloves. In this study, the method used is 

the CNN method, but the feature extraction process is not 

involved in the CNN method. However, it is extracted 

separately using color features for the parameters tested, 

namely the provision of learning rate. 

This proposed research recognizes the maturity level of 

clove flowers by comparing several deep-learning 

methods: ResNet50, VGG16, and VGG19. These methods 

have been applied in several other agricultural community 

studies [6–8] and each has advantages. For example, in the 

case of rice leaf disease, ResNet50 has better performance 

compared to VGG16 and VGG19 [9] Then, in tomato 

detection, VGG19 has better performance than VGG16 

and ResNet50 [10] The proposed research not only 
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compares the methods but also makes architectural 

modifications to ResNet50, VGG16, and VGG19 to 

increase the accuracy in the early detection of clove 

maturity levels. 

The main contributions of this work are summarized 

below: 

• Classify clove maturity levels into four classes; 

• Improve the performance of ResNet50, VGG16, 

and VGG19 transfer learning models by 

modifying layers; 

• Comparing transfer learning models for 

classifying clove maturity levels. 

The remainder of this paper is structured as follows: 

Section II describes several studies regarding the 

classification of maturity levels in agriculture using 

learning transfer. Section III briefly describes the proposed 

methodology, including data collection information and 

the applied analysis model. Experimental results and 

evaluation of each model are presented in Section IV. 

finally, Section V concludes this paper. 

II. LITERATURE REVIEW 

Based on literature studies in international databases, 

the application of image processing for clove classification 

has only been found sometimes, in contrast to other 

agricultural commodities such as coffee, soybeans, 

tomatoes, watermelon, and rice, which are easy to find. 

However, there have been several researchers who have 

tried to carry out research related to the implementation of 

image processing on cloves. As carried out by 

Prayogi et al. [4], classifying cloves using the CNN 

method, the research results show that accuracy is good but 

can still be improved. Then, Chalik and Maki [11] carried 

out clove classification with CNN, but the feature 

extraction process used clove color features. The resulting 

accuracy can also still be improved. Meanwhile, Roth et al. 

[12] detected clove trees based on satellite imagery. 

Several researchers have carried out the classification of 

maturity levels in agricultural commodities. As in the 

classification of durian maturity levels [13–16]. 

Thipsrirach et al. [13] compare convolution neural 

network architectures such as AlexNet, LeNet-5, and 

DuNet-12. This research only applies the pure architecture 

of each CNN architecture. No architectural modifications 

have been carried out, which means that the number of 

initialized epochs is still quite large, namely 350 epochs, 

to obtain the best accuracy. 

Next is the classification of tomato maturity 

levels  [10, 17, 18]. Begum and Hazarika [10] compared 

several transfer learning models such as VGG16, VGG19, 

InceptionV3, ResNet151, ResNet152. The results show 

that the performance of VGG19 is better than the others. 

This research has also made several parameter changes, 

such as initializing the number of epochs and batch size. 

However, it has yet to experiment with adding layers or 

modifying the architecture. 

After that, in recognizing coffee maturity levels [19–22]. 

Tamayo-Monsalve et al. [19] compared several types of 

transfer learning, VGG16, VGG19, DenseNet201, and 

InceptionV3, which performed differently in each 

experiment, such as in handling imbalanced datasets. 

InceptionV3 was better than the others for undersampling, 

but when used for oversampling, DenseNet201 was better 

than the others. This study has not made parameter 

changes and modifications to the transfer learning 

architecture. 

Several classifications of maturity levels of other 

agricultural commodities have also been applied [23–25]. 

Varur et al. [23] classified coconut maturity levels by 

comparing several transfer learning architectures. Of the 

several architectures compared to MobileNetV2 and 

ResNet152, it has achieved excellent accuracy, but layer 

modifications still need to be made to the transfer learning 

model. The proposed research classifies clove maturity 

levels by comparing VGG16, VGG19, and ResNet50 

transfer learning modifications. 

III. MATERIALS AND METHODS 

A This research uses a transfer learning method whose 

architecture has been modified by adding layers. There are 

three layers added. Three transfer learning methods are 

tested, namely ResNet50, VGG16, and VGG19. For the 

performance evaluation process of each model, accuracy, 

recall, precision, and F1-Score calculations are used. An 

overview of the proposed model is shown in Fig. 1. 

 

 

Fig. 1. The proposed modified transfer learning architecture model. 

This research starts with the image acquisition process. 

Image acquisition involves hardware, namely a camera. 

The study used the OPPO A31 smartphone camera with 

rear camera specifications, namely 12 MP+2 MP+2 MP, 

ISO-142, 4096×3072, resolution 72 dpi—lighting with 

LED lights, collection box using cardboard, and white A3 

paper. LED lights are installed on the left and right of the 

cardboard, and the camera position is above the cardboard 

at a distance of 20 cm. The illustration of the clove image 
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capture box is shown in Fig. 2. This step aims to collect 

visual data that will be used in research for training and 

testing the model. The data that has been acquired is then 

stored in a database for subsequent use. 

 

 

Fig. 2. Illustration of image acquisitions. 

The next stage is pre-processing. In the pre-processing 

step of the research, several things were done, namely, 

rescale or minimize pixels and crop. The aim was to reduce 

computing time [26]. Next is the process of implementing 

the transfer learning model. The transfer learning models 

applied are ResNet50, VGG16, and VGG19, which have 

been modified by adding three layers to the original 

architecture. The modified models then calculated 

accuracy, precision, recall, and F1-Score using Eqs. (1)–

(4) through the confusion matrix model, as shown in 

Table  I [27]. 

TABLE I. CONFUSION MATRIX 

Classification Predicted Class 

Observed class 

 True False 

True 
True Positive 

(TP) 

False Negative 

(FN) 

False 
False Positive 

(FP) 

True Negative 

(TN) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
∑ 𝑇𝑃 

∑ 𝑇𝑃 + ∑ 𝐹𝑃 
 × 100% 

 

(1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
∑ 𝑇𝑃

∑ 𝑇𝑃 +  ∑  𝐹𝑁
 × 100% 

 

(2) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  2 ×  
𝑝𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 𝑥 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑛 +  𝑟𝑒𝑐𝑎𝑙𝑙
 × 100% 

 

(3) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
∑ 𝑇𝑃 +  ∑ 𝑇𝑁

∑ 𝑇𝑃 +  ∑ 𝑇𝑁 +  ∑ 𝐹𝑃 +  ∑ 𝐹𝑁
 × 100% 

 

(4) 

IV. RESULT AND DISCUSSION 

This research begins with the clove image acquisition 

process. The way to take an image of a clove is to make a 

box and then provide lighting, as in the image acquisition 

illustration shown in Fig. 2. The photo was taken using a 

smartphone camera. The distance between the camera and 

the object is 20 cm. There are four clove maturity levels: 

mature, immature, overmature, and dry. The data was 955, 

classified as 265 mature, 233 immature, 229 overmature, 

and 228 dry. Some example images are shown in Fig. 3. 

After the data has been collected, the preprocessing 

stage is carried out. In the preprocessing location, several 

actions are applied, namely rescale and minimize pixels. 

The image size is 4096×3072 pixels when an acquisition 

is carried out. After preprocessing, it becomes 616×462 

pixels, as the preprocessing results are shown in Fig. 4. 

 

 

Fig. 3. Example of a clove maturity level dataset, Clove Mature (a), 

immature (b), Overmature (c), dry (d). 

 

Fig. 4. Original clove image 4096×3072 pixels (a), preprocessing 

results (b). 

A. Training and Validation 

The training and validation process corresponds to the 

number of experiments carried out. There are 955 datasets 

divided into four classes—446 data as training data, 109 as 

validation data, and 400 as testing data. The total number 

of experiments was 18, using six models. The parameters 

being compared are the determination of the epoch. The 

optimizer used is Adam Optimizer, with a learning rate of 

0.001.  

B. Results of Training and Validation of the Applied 

Model  

Fig. 2 shows the training and validation results with the 

highest accuracy for each model applied. For the ResNet50 

model, the highest training and validation accuracy is 

when the number of epochs initialized is 100 epochs. As 

the results are shown in Fig. 5(a), from this graph, the 

accuracy is still below 95% and is still very dynamic. 

Furthermore, in the ResNet50 modification, training 

accuracy gets better when the number of epochs initialized 

is 100 epochs, but validation accuracy is still below 85%, 

as shown in Fig. 5(b). At the 60th epoch, the accuracy has 

reached 100%. Next, in the VGG16 model, the training 

and validation accuracy is above 90% when the number of 

epochs is 100, as shown in Fig. 5(c). However, when the 

architecture of VGG16 was modified by adding three 

layers, the training accuracy reached 100 at the 20th epoch 

and looked stable. Likewise, the validation accuracy was 

stable at above 90% at epoch 40. For the VGG19 model, 

the accuracy improved when the number of epochs was 

100. The graph shown in Fig. 5(e), has not reached 100% 

accuracy. Meanwhile, in modifying the VGG19 

architecture, the accuracy has reached 100% and has been 

stable since the 10th epoch, the same as validation, but the 

accuracy is still below 90%. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Fig. 5. Result of accuracy training and validation: (a) ResNet50; (b) modified ResNet50; (c) VGG16; (d) Modified VGG16;  

(e) VGG19; (f) Modified VGG19. 

TABLE II. RESULT OF EXPERIMENTS CLASSIFYING MATURITY LEVELS 

Model  Epoch Accuracy Precision Recall F1-Score 

ResNet50 10 53.50% 74.00% 54% 47% 

ResNet50 50 77.25% 81% 77% 77% 

ResNet50 100 82.25% 83% 82% 82% 

Modifed ResNet50 10 78.50% 80% 78% 79% 

Modifed ResNet50 50 80.00% 86% 80% 80% 

Modifed ResNet50 100 87.75% 88% 88% 88% 

VGG16 10 87.75% 90% 88% 88% 

VGG16 50 94.00% 94% 94% 94% 

VGG16 100 94.50% 95% 95% 94% 

Modified VGG16 10 95.00% 95% 95% 95% 

Modified VGG16 50 95.25% 95% 95% 95% 

Modified VGG16 100 95.50% 96% 95% 95% 

VGG19 10 88.25% 89% 88% 88% 

VGG19 50 95.25% 95% 95% 95% 

VGG19 100 95.25% 95% 95% 95% 

Modified VGG19 10 92% 92% 92% 92% 

Modified VGG19 50 92.50% 93% 93% 92% 

Modified VGG19 100 92.00% 92% 92% 92% 
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C. Classifications Results 

The data that has been trained and validated is 

then calculated for the accuracy of each proposed 

transfer learning model, then tested or classified to 

obtain the performance of each model that is applied 

to the classification process of clove maturity level 

through Recall, Precision, F1-Score, and Accuracy 

calculations. There were 18 experiments in the study. 

The results of all experiments are shown in Table II. 

D. Evaluation of ResNet50 and Modified ResNet50 

Based on the research results on the ResNet50 model 

and ResNet50 modifications, the highest accuracy was 

when the epoch was initialized to 100. The ResNet50 

model obtained an accuracy of 82.25%, Precision of 83%, 

Recall of 82%, and F1-Score of 82%. Meanwhile, the 

modified ResNet50 model obtained an accuracy of 87.75%, 

Precision of 88%, Recall of 88%, and F1-Score of 88%. 

The confusion matrix results from the two models are 

shown in Fig. 6(a), for ResNet50 and Fig. 6(b), for 

Modified ResNet50. The two images show that the class 

that is easily recognized is the Dry class, with a percentage 

of 97% for ResNet50 and 98% for modified ResNet50. 

Meanwhile, the class with the lowest level of accuracy is 

semi-mature, with a percentage of 68% using ResNet50 

and 80% using Modified ResNet50. Overall, there was an 

increase in accuracy of more than 5%. 

 
(a) 

 
(b) 

Fig. 6. Result of confusion matrix: (a) ResNet50; (b) Modified 

ResNet50. 

E. Evaluation of VGG16 and Modified VGG16 

The results of the VGG16 test on the clove maturity 

level classification obtained different accuracy, but the 

increase in accuracy was not too significant between the 

50 and 100 epoch values. The performance of VGG16 with 

100 epochs obtained an accuracy value of 94.50%, 95% 

precision, 95% recall, and F1-Score 94%. For the 

modification of the VGG16 architecture, all epoch 

determination experiments have obtained an accuracy of 

more than or equal to 95%. This also follows the training 

results in Fig. 5(d). The accuracy is already static at the 

10th epoch. The results of comparing the two models are 

shown in Fig. 7(a) and Fig. 7(b). 

 

 
(a) 

 
(b) 

Fig. 7. Result of confusion matrix: (a) VGG16; (b) Modified VGG16. 

F. Evaluation of VGG19 and Modified VGG19 

The accuracy of applying VGG19 is better than that of 

the VGG19 modification when initialized epochs are 50 

and 100. The VGG19 model with 50 and 100 epochs has 

produced an accuracy of 95.25%, while the architectural 

modification of VGG19 has obtained an accuracy of 

92.00%. The value of the confusion matrix is shown in 

Fig. 8(a) for the original model VGG19 and Fig. 8(b) for 

the modified model VGG19. These results indicate that 
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adding layers to VGG19 can add complexity, causing 

overfitting or difficulty during training. These results can 

also be seen during the training process and model 

validation in Fig 5(e) and Fig. 5(f). Fig. 5(e) is the original 

VGG19 model with accuracy and validation values above 

90%, and Fig. 5(f) is a modified VGG19 with an accuracy 

of 100%. However, the validation value is still below 90%. 

This experiment also shows that not all architectural 

modifications to transfer learning by adding layers can 

improve system accuracy. 

 

 
(a) 

 
(b) 

Fig. 8. Result of confusion matrix: (a) VGG19; (b) Modified VGG19. 

V. CONCLUSION 

Based on the results of tests on the classification of 

clove maturity levels by comparing the transfer learning 

models ResNet50, VGG16, VGG19 and modifications of 

the three architectures. Shows that modifying the 

architecture by adding three layers to ResNet50 and 

VGG16 can increase the system's accuracy in classifying 

clove maturity levels. In contrast, in changing the VGG19 

model, the accuracy only increases at an initialized number 

of 10 but will decrease when the number of epochs is 50 

and 100. Not all modified transfer learning models will 

experience increased algorithm performance. The 

accuracy produced by the VGG16 model modification of 

95.5% and the ResNet50 model modification of 87.75% 

can still be improved with various changes to other 

parameters. Then, in this research, it is also necessary to 

apply it to mobile so that farmers can use it directly to 

control the detection of clove maturity levels. This 

research also has limitations because the image acquisition 

process takes a lot of time. Then, the image processing 

process is carried out sparingly, such as the image 

segmentation. This is because the image acquired is single. 

For this reason, it is necessary to carry out image 

acquisition in groups so that the image segmentation 

process, in this case, can be seen. 

CONFLICT OF INTEREST 

The authors declare no conflict of interest. 

AUTHOR CONTRIBUTIONS 

The contributions of each author are described as 

follows: Conceptualization and methodology, Rosihan, 

Tempola; implementation the of methodology, Tempola; 

data validation, Sutoyo; formal analysis, Gunawan; 

investigation, Rosihan, Gunawan; writing—original draft 

preparation, Sutoyo; writing—review and editing, 

Tempola; supervision, Tempola. All authors had approved 

the final version. 

FUNDING 

This work is funded by the Ministry of Education, 

Culture, Research and Technology of the Republic of 

Indonesia, with grant number 025/E5/PG.02.00.PL/2023 

and contract number 002/PEN-PDKN/PG.12/2023.  

ACKNOWLEDGMENT 

We want to thank the Ministry of Education, Culture, 

Research and Technology of the Republic of Indonesia.  

REFERENCES 

[1] S. Haryana, M. Usman, Fajri, and S. Kasimin, “The strategy to 

improve Indonesian clove production,” IOP Conf. Ser. Earth 

Environ. Sci., vol. 644, no. 1, 2021. doi: 10.1088/1755-

1315/644/1/012042 

[2] A. P. Pratama, D. H. Darwanto, J. S. H. Number, and B. Yogyakarta, 

“Economics development analysis journal Indonesian clove 

competitiveness and competitor countries in international market 

article information,” Econ. Dev. Anal. J., vol. 9, no. 1, 2020. 

[3] A. Zenti, R. Satriani, and A. H. K. E. Adwi, “Comparative 

advantage analysis of Indonesia’s clove (syzygium aromaticum) 

export in international market,” in Proc. the 1st International 

Conference on Sustainable Agricultural Socio-economics, 

Agribusiness, and Rural Development (ICSASARD 2021), 2021, 

vol. 199, pp. 120–124. 

[4] I. Y. Prayogi, Sandra, and Y. Hendrawan, “Image classification of 

different clove (syzygium aromaticum) quality using deep learning 

method with convolutional neural network algorithm,” IOP Conf. 

Ser. Earth Environ. Sci., vol. 905, no. 1, 2021. doi: 10.1088/1755-

1315/905/1/012018 

[5] Y. N. Yaspin, D. W. Widodo, and J. Sulaksono, “Klasifikasi 

kualitas bunga cengkeh untuk meningkatkan mutu dengan 

pemanfaatan ciri Gray Level Co-Occurence Matrix (GLCM),” 

Semin. Nas. Inov. Teknol., pp. 149–154, 2020. 

[6] M. Ashrafuzzaman, S. Saha, and K. Nur, “Prediction of stroke 

disease using deep CNN based approach,” J. Adv. Inf. Technol., vol. 

13, no. 6, pp. 604–613, 2022. doi: 10.12720/jait.13.6.604-613 

[7] S. Patro, J. Mishra, and B. S. Panda, “Hybrid convolutional neural 

network with residual neural network for breast cancer prediction 

using mammography images,” Int. J. Intell. Eng. Syst., vol. 16, no. 

1, pp. 375–387, 2023. doi: 10.22266/ijies2023.0228.33 

Journal of Advances in Information Technology, Vol. 15, No. 3, 2024

412



[8] C. A. Kumar and D. M. N. Mubarak, “Classification of early stages 

of esophageal cancer using transfer learning,” IRBM, vol. 43, no. 4, 

pp. 251–258, 2022. doi: 10.1016/j.irbm.2021.10.003 

[9] S. R. Shah, S. Qadri, H. Bibi, S. M. W. Shah, M. I. Sharif, and F. 

Marinello, “Comparing inception V3, VGG16, VGG19, CNN, and 

ResNet 50: A case study on early detection of a rice disease,” 

Agronomy, vol. 13, no. 6, pp. 1–13, 2023. 

doi:  10.3390/agronomy13061633 

[10] N. Begum and M. K. Hazarika, “Maturity detection of tomatoes 

using transfer learning,” Meas. Food, vol. 7, 2022. 

doi:  10.1016/j.meafoo.2022.100038 

[11] F. A. Chalik and W. F. A. Maki, “Classification of dried clove 

flower quality using convolutional neural network,” in Proc. 2021 

International Conference on Data Science, Artificial Intelligence, 

and Business Analytics (DATABIA), 2021, pp. 40–45. 

doi:  10.1109/DATABIA53375.2021.9650199 

[12] S. I. B. Roth, R. Leiterer, M. Volpi, E. Celio, M. E. Schaepman, and 

P. C. Joerg, “Automated detection of individual clove trees for yield 

quantification in northeastern Madagascar based on multi-spectral 

satellite data,” Remote Sens. Environ., vol. 221, pp. 144–156, 2019. 

doi: 10.1016/j.rse.2018.11.009 

[13] Y. Thipsrirach, M. Kosacka-Olejnik, and K. Poonikom, 

“Classification of durian maturity using a convolutional neural 

network,” Eng. Appl. Sci. Res., vol. 50, no. 3, pp. 233–243, 2023. 

doi: 10.14456/easr.2023.26 

[14] P. Timkhum and A. Terdwongworakul, “Non-destructive 

classification of durian maturity of ‘Monthong’ cultivar by means 

of visible spectroscopy of the spine,” J. Food Eng., vol. 112, no. 4, 

pp. 263–267, 2012. doi: 10.1016/j.jfoodeng.2012.05.018 

[15] A. Puttipipatkajorn, A. Terdwongworakul, A. Puttipipatkajorn, S. 

Kulmutiwat, P. Sangwanangkul, and T. Cheepsomsong, “Indirect 

prediction of dry matter in durian pulp with combined features using 

miniature NIR spectrophotometer,” IEEE Access, vol. 11, pp. 

84810–84821, 2023. doi: 10.1109/ACCESS.2023.3303020 

[16] W. Somton, S. Pathaveerat, and A. Terdwongworakul, “Application 

of near infrared spectroscopy for indirect evaluation of ‘Monthong’ 

durian maturity,” Int. J. Food Prop., vol. 18, no. 6, pp. 1155–1168, 

2015. doi: 10.1080/10942912.2014.891609 

[17] T. Kim, D. H. Lee, K. C. Kim, T. Choi, and J. M. Yu, “Tomato 

maturity estimation using deep neural network,” Appl. Sci., vol. 13, 

no. 1, 2023. doi: 10.3390/app13010412 

[18] P. Das and J. P. S. Yadav, “Automated tomato maturity grading 

system using CNN,” in Proc. Int. Conf. Smart Electron. Commun. 

ICOSEC 2020, 2020, pp. 136–142. 

doi:  10.1109/ICOSEC49089.2020.9215451 

[19] M. A. Tamayo-Monsalve, E. Mercado-Ruiz, J. P. Villa-Pulgarin, M. 

A. Bravo-Ortiz, H. B. Arteaga-Arteaga, A. Mora-Rubio et al., 

“Coffee maturity classification using convolutional neural networks 

and transfer learning,” IEEE Access, vol. 10, pp. 42971–42982, 

2022. doi: 10.1109/ACCESS.2022.3166515 

[20] S. Velasquez, A. P. Franco, N. Pena, J. C. Bohorquez, and N. 

Gutierrez, “Classification of the maturity stage of coffee cherries 

using comparative feature and machine learning,” Coffee Sci., vol. 

16, 2021. doi: 10.25186/.v16i.1710 

[21] O. Sudana, D. Witarsyah, A. Putra, and S. Raharja, “Mobile 

application for identification of coffee fruit maturity using digital 

image processing,” Int. J. Adv. Sci. Eng. Inf. Technol., vol. 10, no. 

3, pp. 980–986, 2020. doi: 10.18517/ijaseit.10.3.11135 

[22] S. Raveena and R. Surendran, “ResNet50-based classification of 

coffee cherry maturity using Deep-CNN,” in Proc. 5th Int. Conf. 

Smart Syst. Inven. Technol. ICSSIT 2023, 2023, pp. 1275–1281. 

doi:  10.1109/ICSSIT55814.2023.10061006 

[23] S. Varur, S. Mainale, S. Korishetty, A. Shanbhag, U. Kulkarni, and 

S. M. Meena, “Classification of maturity stages of coconuts using 

deep learning on embedded platforms,” in Proc. 2023 3rd Int. Conf. 

Smart Data Intel., 2023l, pp. 343–349. 

doi:  10.1109/ICSMDI57622.2023.00067 

[24] S. K. Behera, A. K. Rath, and P. K. Sethy, “Maturity status 

classification of papaya fruits based on machine learning and 

transfer learning approach,” Inf. Process. Agric., vol. 8, no. 2, pp. 

244–250, 2021. doi: 10.1016/j.inpa.2020.05.003 

[25] H. Zhao, D. Xu, O. Lawal, and S. Zhang, “Muskmelon maturity 

stage classification model based on CNN,” J. Robot., vol. 2021, 

2021. doi: 10.1155/2021/8828340 

[26] N. Z. N. Rashid, M. Y. Mashor, and R. Hassan, “Unsupervised color 

image segmentation of red blood cell for thalassemia disease,” in 

Proc. 2015 2nd Int. Conf. Biomed. Eng., 2015, pp. 1–6. 

doi:  10.1109/ICoBE.2015.7235892 

[27] F. Gorunescu, Data Mining Concepts, Models and Techniques. 

Chennai, India: Scientific Publishing Services Pvt. Ltd, 2011. 

doi:  10.1007/978-3-642-19721-5 

 

Copyright © 2024 by the authors. This is an open access article 

distributed under the Creative Commons Attribution License (CC BY-

NC-ND 4.0), which permits use, distribution and reproduction in any 

medium, provided that the article is properly cited, the use is non-

commercial and no modifications or adaptations are made. 

 

Journal of Advances in Information Technology, Vol. 15, No. 3, 2024

413

https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/

	JAIT-V15N3-407



