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Abstract—This paper presents an advanced lane-keeping 

assistance system specifically designed for self-driving cars. 

The proposed model combines the powerful Xception 

network with transfer learning and fine-tuning techniques to 

accurately predict the steering angle. By analyzing camera-

captured images, the model effectively learns from human 

driving knowledge and provides precise estimations of the 

steering angle necessary for safe lane-keeping. The transfer 

learning technique allows the model to leverage the extensive 

knowledge acquired from the ImageNet dataset, while the 

fine-tuning technique is utilized to tailor the pre-trained 

model to the specific task of steering angle prediction based 

on input images, enabling optimal performance. Fine-tuning 

was initiated by initially freezing the pre-trained model and 

training only the Fully Connected (FC) layer for the first 10 

epochs. Subsequently, the entire model, encompassing both 

the backbone and the FC layer, was unfrozen for further 

training. To evaluate the system’s effectiveness, a 

comprehensive comparative analysis is conducted against 

popular existing models, including Nvidia, MobilenetV2, 

VGG19, and InceptionV3. The evaluation includes an 

assessment of the operational accuracy based on the loss 

function, specifically utilizing the Mean Squared Error 

(MSE) equation. The proposed model achieves the lowest loss 

function values for both training and validation, 

demonstrating its superior predictive performance. 

Additionally, the model’s performance is further evaluated 

through extensive real-world testing on pre-designed 

trajectories and maps, resulting in the minimal deviation of 

the steering angle from the desired trajectory over time. This 

practical evaluation provides valuable insights into the 

mode’s reliability and its potential to effectively assist in lane-

keeping tasks. 
 

Keywords—lane-keeping assistance, autonomous vehicles, 

Xception, transfer learning, fine-tuning, steering angle 
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I. INTRODUCTION 

In recent years, there has been a growing interest in the 

research field of self-driving autonomous cars and vehicles, 

which falls under the broader domain of artificial 

intelligence. This field is rapidly evolving and holds 

immense potential to transform the automotive industry. 

Self-driving technology offers the promise of safer driving 

practices by enabling vehicles to operate in an automated 

manner, thus reducing the frequency of road accidents and 

minimizing economic losses. It provides a safer alternative 

to human drivers, capable of functioning autonomously 

without the need for human intervention. Autonomous 

driving encompasses six distinct levels of automation, 

ranging from zero to full automation, that define the degree 

of autonomy and human involvement in the driving process. 

Initially, rule-based strategies dominated autonomous 

driving research with a strong emphasis on image 

processing. These approaches treated perception and 

control as separate modules, operating  

independently [1–10]. However, the emergence of deep 

learning has led to a significant shift towards end-to-end 

vehicle control as a prominent research area in autonomous 

driving [11, 12]. This approach seamlessly integrates 

perception and control, leveraging the power of deep 

learning to optimize the performance of autonomous 

driving systems. 

Several notable studies have contributed to the 

advancement of autonomous driving technology.  

Li et al. [13] presented an active traffic lane management 

method for intelligent connected vehicles, aiming to 

enhance urban driving by improving traffic capacity, lane 

management, and alleviating congestion on freeways. 

Recently, Nvidia introduced a pioneering end-to-end 

driving model for steering angle control [14]. This model 

utilizes Convolutional Neural Networks (CNN) to directly 

predict the steering angle by analyzing raw pixel data from 

a single frame captured by a front-view camera. Subsequent 

research studies have explored various CNN architectures. 

Simmons et al. [15] proposed a lane-following model based 

on a combination of Deep Neural Networks (DNN) and 

CNN to enhance accuracy and minimize loss. The LeNet 

network architecture, comprising activation functions, 

convolutional layers, and fully connected layers, was 

employed in other research papers [16, 17] to maximize 
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performance and achieve optimal results. Gupta et al. [18] 

employed the MobileNetV2 model for lane-keeping, 

aiming to minimize the mean square error between the true 

and predicted steering angles. Babiker et al. [19] conducted 

an experiment combining the VGG-19 model for 

classification with an end-to-end steering control system to 

simultaneously detect traffic signals and steering angles, 

achieving a signal accuracy score of 86%. In 2015, Google 

unveiled the InceptionV3 model, a highly acclaimed 

architecture renowned for its exceptional performance in 

image classification tasks [20]. One of its distinctive 

features is the incorporation of the “Inception module”, 

which employs parallel convolutions with varying filter 

sizes, allowing the network to capture information at 

multiple scales [21]. This innovative design has found 

successful applications in various domains, including lane-

keeping systems for autonomous vehicles by  

Park et al. [22]. However, these methods suffer from 

several limitations, including suboptimal coefficient 

consideration and low accuracy due to the model’s 

structure not being fully optimized. 

In order to overcome the limitations of existing methods 

in terms of accuracy, we propose the utilization of the 

Xception model as an improvement over InceptionV3. Our 

research focuses on enhancing the lane-keeping system for 

autonomous vehicles by employing various techniques. 

These techniques include data augmentation, transfer 

learning, fine-tuning, and the redesign of the fully 

connected layers. Our approach involves taking images 

captured by a camera as input and predicting the steering 

angle with optimized accuracy. The Xception model, which 

builds upon the foundation of InceptionV3, incorporates 

depthwise separable convolutions. This innovative 

technique separates spatial and channel-wise convolutions, 

reducing computational complexity while maintaining high 

performance [23]. By integrating the Xception architecture 

into our system, we aim to achieve precise and reliable 

predictions of the steering angle. To improve generalization 

to real-world scenarios, we employ data diversity 

techniques to augment our training dataset. Additionally, 

transfer learning is applied by leveraging pre-trained 

weights from the Xception model, which has been trained 

on a large-scale image dataset [24]. We further fine-tune 

the model specifically for the lane-keeping task, adapting it 

to the unique requirements of autonomous driving. To tailor 

the output specifically to the prediction of steering angles, 

we redesign the fully connected layers of the Xception 

model. This customization allows us to optimize the 

accuracy of the model’s predictions, enabling precise 

control of the vehicle within the lane boundaries. To 

evaluate the accuracy of the proposed algorithm, we 

constructed a vehicle model and a corresponding road map 

with lanes. We will compare the accuracy based on the loss 

function, which measures the deviation between the 

predicted and actual values, as well as the error of the 

overall trajectory followed by the vehicle.  

The remaining sections of this article are organized as 

follows. In Section II, we provide an overview of the 

proposed method. Section III focuses on the methodologies, 

including the models used for transfer learning, the feature 

extraction models, and the fine-tuning approach. In Section 

IV, we present the experimental system, dataset, evaluation 

metrics, and results, along with detailed discussions. 

Finally, in Section V, we provide a comprehensive 

conclusion summarizing the findings and discussing their 

implications. 

II. OVERVIEW OF THE PROPOSED METHOD 

The proposed system consists of a front-facing RGB 

camera and a robust Xception model that estimates the 

steering wheel angle based on the camera input. Fig. 1 

illustrates a simplified block diagram of the proposed 

method, which involves four main steps. 

• Step 1-(Transfer Learning for Feature Extraction): The 

model utilizes a transfer learning technique by 

leveraging pre-trained weights from a large Imagenet 

dataset to ensure optimal feature extraction capabilities.  

• Step 2-(Redesigning the Fully Connected (FC) Layers): 

The Fully Connected (FC) layers of the model are 

redesigned with an appropriate activation function to 

produce accurate predictions of the steering angle for 

lane-keeping. 

• Step 3-(Training with Frozen Feature Extraction 

Models): Training is performed with the feature 

extraction models frozen to find the optimal parameters 

for the fully connected layers. 

• Step 4-(Unfreezing the Feature Extraction Model): The 

feature extraction model is unfrozen, and the entire 

system is trained to find the best overall parameters for 

the system. 

By following these four steps, the proposed system 

systematically optimizes the model and enhances the 

accuracy of the steering angle prediction, making it well-

suited for lane-keeping in self-driving cars. 

 

 

Fig. 1. Block diagram of the proposed method. 

III. METHODOLOGIES 

A. Utilizing Pre-trained Models for Transfer Learning 

Transfer learning offers a promising solution for deep 

learning networks with limited training data and high costs 

associated with labeled data creation [25]. It involves two 

main strategies: feature extraction and fine-tuning. In 

feature extraction, a pre-trained model is used to extract 

activation values from different layers, accelerating the 

training process by reusing pre-existing parameters. By 
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leveraging knowledge from large-scale image datasets such 

as Imagenet [26], Microsoft COCO [27], Open Images 

dataset [28], and Places365 [29], transfer learning enhances 

the prediction of steering angles in autonomous driving 

tasks. It overcomes the scarcity of labeled driving data and 

achieves high accuracy.  

This technique significantly improves the efficiency and 

precision of autonomous driving systems, benefiting the 

advancement of the field and contributing to safer 

transportation. 

B. Extracting Features Models 

Steering angle prediction is a critical task in autonomous 

driving systems, as it enables vehicles to navigate 

accurately and safely. Convolutional Neural Networks 

(CNNs) have proven to be effective in extracting 

meaningful features from input images (size 180×180×3) 

and predicting the corresponding steering angles (range 0°–

180°). In this study, we explore the utilization of various 

CNN models for steering angle prediction and analyze their 

performance and capabilities. 

1) Nvidia-CNN model 

The Nvidia model is specifically designed for steering 

angle prediction [14]. It employs a series of convolutional 

layers, including 3 layers with a kernel size of 5×5 and 2 

layers with a kernel size of 3×3. The output is then fed into 

a prediction layer to estimate the steering angle. The model 

utilizes the Exponential Linear Unit (ELU) activation 

function, which is well-suited for the task at hand. The 

structure of the steering angle prediction model based on 

the Nvidia-CNN architecture is shown in Fig. 2(a). 

 

 
(a)                                        (b) 

Fig. 2. Structure of the steering angle prediction model: (a) Based on the 

Nvidia-CNN architecture; (b) Based on the MobileNetV2 architecture. 

2) MobileNetV2 model 

MobileNetV2 utilizes an inverted residual structure and 

linear bottleneck to create an efficient layer structure. It 

employs separable depth-wise convolutions, which split the 

standard convolution into two separate functions [30]. This 

approach reduces computational requirements and the 

overall model size, as depicted in Fig. 2(b). The 

MobileNetV2 architecture includes 17 bottleneck blocks 

that further enhance its performance. These blocks leverage 

the power of residual connections and depth-wise point-

wise convolutions to optimize accuracy while minimizing 

computational costs. Additionally, MobileNetV2 is 

specifically designed for low-latency image processing, 

making it an ideal choice for hardware-constrained devices. 

3) VGG19 model 

The VGG networks, including the renowned 

AlexNet [31], follow a classic architecture consisting of 

convolutional, max-pooling, and activation layers, 

followed by fully-connected classification layers. The 

VGG-19 CNN network model [32] is a notable 

architectural variation. By incorporating VGG-19 with 

additional output layers, precise steering angle prediction 

can be achieved. The model extends the original VGG-16 

architecture by incorporating three additional 

convolutional layers, resulting in a significant enhancement 

in steering angle estimation accuracy. The architecture of 

the steering angle prediction model based on VGG-19 is 

illustrated in Fig. 3(a). 

4) InceptionV3 model 

The InceptionV3 model, initially proposed by 

Szegedy et al. [33], was specifically designed to handle the 

ImageNet dataset [26]. It comprises 11 inception models 

stacked together, combined with global average pooling, to 

effectively learn multi-level features for image 

classification. Each inception model, as depicted in 

Fig. 3(b), employs 1×1, 3×3, and 5×5 convolutions to 

extract features from various spatial sizes. The utilization 

of 1×1 convolutions helps reduce the volume size, enabling 

efficient information processing. 
 

 
(a)                                   (b) 

Fig. 3. Structure of the steering angle prediction model: (a) Based on the 

VGG19 architecture; (b) Based on the InceptionV3 architecture. 
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By stacking these Inception modules, the model is 

capable of capturing intricate hierarchical features. 

InceptionV3 further utilizes maximum and average pooling 

operations to reduce the dimensionality of the feature maps, 

aiding in efficient computation and extraction of important 

characteristics. 

5) Xception model 

Although the mentioned methods have been effectively 

applied in steering angle prediction, the accuracy still 

remains limited. Therefore, we have utilized a new model 

called Xception [34], in conjunction with transfer learning 

and fine-tuning techniques, to achieve optimal parameter 

settings for the system. 

• The separable convolution in Xception, also known as 

extreme inception, is a variation of the original 

depthwise separable convolution. It’s essentially a 

sequence of depthwise separable convolution layers with 

residual connections but with a reversed order compared 

to the original depthwise separable convolution. This 

modified separable convolution is aimed at reducing the 

number of computations in conventional convolution 

models, making it more cost-efficient [35]. While 

reducing parameters might have potential trade-offs, 

when used appropriately, it offers efficiency without 

compromising model performance. These stacked 

separable convolutions are treated as an inception 

module within the Xception architecture. Fig. 4 shows 

the diagram of an example modified depthwise separable 

convolution. The formulas provided below depict the 

size and number of filters involved in this convolution: 

𝐼𝑛𝑝𝑢𝑡:             𝐻𝑃 × 𝑊𝑃 × 4 

𝐶𝑜𝑛𝑣:              1 × 1 ×N          with N = 3 filters 

𝑂𝑢𝑡𝑝𝑢𝑡:          𝐻𝑃 × 𝑊𝑃 × 𝑁              (1) 

𝐶𝑜𝑛𝑣:              3 × 3 × 𝑀        with M =3  filters 

𝑂𝑢𝑡𝑝𝑢𝑡:          𝐻𝐷 × 𝑊𝐷 × 𝑀 

where 𝐻𝑃 × 𝑊𝑃  are the height and width of the input 

image, 𝐻𝐷 × 𝑊𝐷 are the height and width of the output 

image, N is the number of pointwise filters, and M is the 

number of depthwise filters. 

 

Fig. 4. Diagram showcases the depthwise separable convolution 

employed in the Xception network. 

• Xception architecture consists of three main sections: the 

entry flow, middle flow, and exit flow. In each of these 

flows, both conventional and separable convolutions are 

used, and they are followed by Batch Normalization to 

normalize the convolutional layer outputs, improving 

model stability and performance. By integrating the 

Xception architecture into our steering angle prediction 

system, we aim to boost prediction accuracy and 

reliability, thus advancing the safety and efficiency of 

autonomous driving systems. You can see the model’s 

structure based on the Xception architecture in Fig. 5. 

 

Fig. 5. Structure of the steering angle prediction model based on the 

Xception architecture. 

C. Fine-Tuning Approach 

The fine-tuning approach was employed after utilizing 

the transfer learning technique by incorporating pre-trained 

extracting features models from the Imagenet dataset into 

the base model. In the initial 10 training iterations, the base 

models were frozen, and only the weights of the Prediction 

layer, including Flatten and FC layers, were updated. These 

weights were saved when the Loss function value reached 

a lower value, indicating higher accuracy. After completing 

the initial 10 training iterations, the base models were 

unfrozen, and an additional 20 iterations of training were 

performed. During this stage, all the weights in the 

extracting features models were updated and optimized. To 

ensure a fair comparison, the training and evaluation 

datasets were consistent, and all the models, including 

Nvidia-CNN, MobileNetV2, VGG19, and InceptionV3, 

underwent the same fine-tuning process as the proposed 

Xception model. Following the Flatten layer, the extracted 

features were passed through four fully connected layers 

with 2048, 1000, 100, and 1 units, respectively, each with 

ELU activation for the predicted steering angle output. 

IV. EXPERIMENTAL RESULTS 

A. Experimental System 

A Donkey Car, built using a Raspberry Pi, is utilized to 

gather data and assess the proposed models. The car 

consists of three primary components: a Raspberry Pi 4-8 

GB RAM for computational processing, a Creative 

BlasterX® Senz3D® camera for image capture, and a servo 

motor for steering angle control. Fig. 6 depicts the lane-

keeping map, block diagram of the proposed method, and 

the overall system. Image data from the camera and 

steering angle inputs from the joystick are collected and 

used for training on a computer system equipped with 

Ubuntu 20.04, an Intel Core I3-10105F CPU, an Nvidia 

GTX 1660-8 GB GPU, and 16 GB RAM. The implemented 

algorithms are written in Python 3.10 and employ the 

Tensorflow 2.12.0 and Keras 2.12.0 libraries. During the 

training and comparison processes, all networks are trained 

using the Adam optimizer with a learning rate of  0.001. 

The activation function used for the system’s output layer, 

which estimates the steering angle, is the Exponential 

Linear Unit (ELU). 
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Fig. 6. Experimental self-driving car and block diagram of the proposed 

system. 

B. Dataset and Evaluation Metrics 

1) Dataset  

The Donkey self-driving car is designed and utilized in 

two different modes: data collection and autonomous 

driving. 

During the data collection mode, we utilize a driving 

wheel joystick to control the car and ensure it stays within 

the lane. The car has a steering angle limit of 0 to 180 

degrees. Additionally, the car is equipped with a front-

facing camera that captures images. The controller records 

both the steering angle input from the joystick and the 

corresponding images from the camera. These data are 

collected at a rate of 30 frames per second and used as 

training data. In the autonomous driving mode, the car is 

equipped with the trained models and evaluated for 

accuracy and performance during self-driving. The dataset 

used in this study consists of 20,000 images, which are 

continuously collected along with their corresponding 

steering angles determined by human perception. The 

distribution of the dataset and example input images for 

training can be seen in Figs. 7 and 8. 

 

 

Fig. 7. Distribution of the dataset for training. 

2) Evaluation metrics 

In order to achieve accurate steering angle prediction, we 

approached it as a regression problem. The evaluation of 

the deviation between the predicted steering angle and the 

actual steering angle is done using the Mean Square Error 

(MSE) as the loss function Eq. (2). By squaring the 

differences, MSE effectively captures any variations 

between the predicted and actual steering angles, making it 

a robust metric for assessment. 

 𝑀𝑆𝐸(𝑌, �̂�) =  
1

𝑛
 ∑ (𝑌𝑖 − �̂�𝑖)

2𝑛
𝑖=1  () 

where 𝑌𝑖 and �̂�𝑖 are the true steering angles and predicted 

value, n is the number of data points.  

 

 

Fig. 8. Some example input images of the dataset. 

C. Results 

1) Training results comparison 

The training results were compared among different 

models before and after applying transfer learning and fine-

tuning techniques. This comparison can be observed in 

Fig. 9 and summarized in Tables I and II. 

During the initial 10 epochs, the minimum values of 

training loss and validation loss for Nvidia-CNN, 

MobileNetV2, VGG19, InceptionV3, and Xception models 

were as follows: (2117.2 & 2163.9), (1085.7 & 1048.1), 

(880.7 & 513.2), (918.4 & 676.2), and (597.3 & 491.0), 

respectively. The error values decreased gradually, with the 

Xception model exhibiting the lowest Mean Squared Error 

(MSE) between the predicted and truth steering angles. 

However, the remaining error was still significant, which 

could affect the lane-keeping performance and the overall 

safety of the self-driving car. To address this, we applied 

fine-tuning for the next 20 epochs. The training loss and 

validation loss values for each model were as follows: 

Nvidia-CNN (1629.2 & 1448.1), MobileNetV2 (934.5 & 

729.4), VGG19 (744.5 & 419.3), InceptionV3 (567.2 & 

484.4), and the proposed Xception-based method (265.2 & 

386.8). 

After applying transfer learning and fine-tuning, the 

model coefficients were optimized and tuned specifically 

for the steering angle output. The error of validation loss 

was significantly improved on the proposed model 

(reduced from 491.0 to 386.8). These results indicate that 

the proposed method outperformed the other approaches. 

To provide a more objective evaluation, we implemented 

the models into the lane-keeping system, as shown in Fig. 6, 

for further testing and assessment. 
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Fig. 9. Training loss and validation loss results of the Nvidia-CNN, MobileNetV2, VGG19, InceptionV3, and Xception models before and after fine-

tuning. 

TABLE I. THE MINIMUM VALUE OF TRAINING LOSS 

Approach 
Nvidia-

CNN 

MobileNet 

V2 

VGG 

19 

Inception 

V3 
Xception 

10 Epochs 2117.2 1085.7 880.7 918.4 597.3 

20 Epochs 

(F-tuning) 
1629.2 934.5 744.5 567.2 265.2 

TABLE II. THE MINIMUM VALUE OF VALIDATION LOSS 

Approach 
Nvidia-

CNN 

MobileNet 

V2 

VGG 

19 

Inception 

V3 
Xception 

10 Epochs 2163.9 1048.1 513.2 676.2 491.0 

20 Epochs 

(F-tuning) 
1448.1 729.4 419.3 484.4 386.8 

 

2) Testing results comparison 

The implemented models were tested on a Raspberry Pi 

4 using the Donkey Car platform. The car was controlled 

using a joystick to keep it within the lane, and the steering 

angle data was recorded. Subsequently, the car was set to 

autonomous driving mode, and the predicted steering 

angles were recorded as it followed the same trajectory as 

the joystick-controlled run.  

The comparison between the human-perceived steering 

angle from the joystick and the predicted steering angle 

from the models is shown in Figs. 10 and 11. Clearly, the 

proposed model accurately predicts the steering angle and 

closely follows the ground truth angle of the actual road 

trajectory. We can examine the details in the broken green 

circle. It’s easy to see that the proposed method (A-5) with 

the blue “predicted angle” line closely aligns with the red 

“ground truth angle” line. In contrast, the predicted and 

ground truth angles for the Nvidia method (A-1) exhibit the 

largest deviations. It can be concluded that the proposed 

method significantly improves accuracy, resulting in better 

lane-keeping performance compared to other models. 

 

 

Fig. 10. Examples of steering angle predictions made by the proposed 

model compared to the ground truth steering angle. 

V. CONCLUSION 

This study introduces an advanced lane-keeping 

assistance system for autonomous vehicles. The proposed 

model combines the Xception network with transfer 

learning and fine-tuning methods to accurately predict the 

steering angle using camera images. Through extensive 

comparisons with existing models, such as Nvidia, 

MobileNetV2, VGG19, and InceptionV3, our model 

demonstrates superior performance with significantly 

lower loss values during training and validation. Real-

world testing on predefined trajectories and maps further 

validates the reliability and effectiveness of our model in 

maintaining precise and reliable lane-keeping. 
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Fig. 11. Comparison between the human-perceived steering angle from the joystick and the predicted steering angle from the models. 

Future research can explore the integration of image 

sequence processing techniques to capture temporal 

dynamics, investigate advanced deep learning architectures 

tailored for sequential data modeling, and incorporate 

additional sensor modalities to enhance perception. 

Comprehensive evaluations in diverse real-world driving 

scenarios will strengthen the model’s robustness and 

effectiveness. 
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