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Abstract—The current collaborative filtering 

recommendation method using energy distance only focuses 

on the relationship between the user and the user, between 

the user group and the user group. This method has not yet 

considered the relationship between the item and the item. In 

this article, we mainly focus on proposing an item-based 

collaborative filtering model using the energy distance. The 

proposed model is evaluated on two popular datasets 

Jester5k and MovieLens100k. Besides, the proposed model is 

also compared with two item-based collaborative filtering 

models using the Cosine and Pearson measures. The 

experimental results have shown that the proposed model is 

better than two compared models. 

 

Keywords—item-based, energy distance, collaborative 

filtering, incompatibility matrix, recommendation system 

 

I. INTRODUCTION 

A recommendation system [1–4] is a form of 

information filtering system, its purpose is to provide the 

most relevant items for a particular user. The 

recommendation system is especially useful when a user 

needs to choose a few items (i.e., products, songs, movies, 

etc.) from a large number of items. Energy metric [5] 

measures the distance between the distributions of random 

vectors. The dimensions of those vectors are not certainly 

equal. Energy distance is also widely applied in 

researches [6] for example: testing independence by 

distance covariance, goodness-of-fit, generalizations of 

clustering algorithms, change point analysis, feature 

selection, and more. The smaller the energy distance 

between two users/items is, the closer the relationship 

between the two users/items is. Therefore, the energy 

distance measure can be used to find users/items, which 

are closely related; then applying this to collaborative 

filtering recommendation. 

Energy-based recommendation systems were proposed 

in [5, 7]. Tran and Phan et al. focus on the relationship 

between two users in [5], whereas focus on the relationship 

between two groups of users to give the recommendations 

in [7]. However, the relationship between the items has not 

yet been considered in all these studies. Moreover, for the 

systems to be used for many years, the number of users 

grows faster than the number of items, so it takes longer 

time to find similar users than similar items. Besides, for 

the new users, when the system does not have this user's 

transaction information, the relationship between the items 

is especially useful in giving the recommendation. 

In this article, we propose a new collaborative filtering 

recommendation model that considers relationships 

among the items. This approach is made on the basis of 

determining the energy relationship between items in pairs. 

In addition, the accuracy-based evaluation method 

(Precision, Recall, and F-measures) and the error-based 

evaluation method (RMSE and MAE measures) are used 

for comparing the proposed model, and two models 

available in the “recommenderlab” and “rrecsys” packages. 

The article is structured as follows. Section II presents 

background, including: the collaborative filtering 

recommendation system, the energy distance between the 

items. Section III shows the methods to be used for 

evaluating recommendation models. Section IV depicts 

the proposed model that uses the energy relationship 

among items. Section V shows the experiment results on 

the Jester5k and MovieLens100k datasets. Section VI is 

the conclusion. 

II. BACKGROUND  

A. Collaborative Filtering Recommendation System 

The recommendation system [2, 3, 8] can be seen as a 

quadruple set: 

𝑆 =< 𝑈, 𝐼, 𝑅, 𝑓 > 

where: 

𝑈 =  {𝑢1, 𝑢2, … , 𝑢n} is a finite set of 𝑛 users.  

𝐼 =  𝑖1, 𝑖2, … , 𝑖𝑚} is a finite set of 𝑚 items. 

𝑅 =  {𝑟𝑖𝑗}, 𝑖 = 1,… , 𝑛 , 𝑗 = 1,… ,𝑚 is the rating matrix, 

in which 𝑟𝑖𝑗 is the rating value (feedback) of the user 𝑢𝑖 for 

the item 𝑖𝑗 . 𝑅𝑘 = {𝑟𝑘1, 𝑟𝑘2, … , 𝑟𝑘𝑚}  is the ratings of the 

user 𝑢𝑘 for the item 𝑖𝑗, 𝑗 = 1. .𝑚. The values of 𝑟𝑘𝑗 can be 

binary (0/1), integer, real or Not Available (NA) if the 

users uk have not yet rated the item 𝑖𝑗. 
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𝑅 =

[
 
 
 
 
𝑅1

𝑅2

𝑅3

. . .
𝑅𝑛]

 
 
 
 

=

[
 
 
 
 
𝑟11 𝑟12 𝑟13 … 𝑟1𝑚

𝑟21 𝑟22 𝑟23 … 𝑟2𝑚

𝑟31 𝑟32 𝑟33 … 𝑟3𝑚

. . . . . . . . . … . . .
𝑟𝑛1 𝑟𝑛2 𝑟𝑛3 … 𝑟𝑛𝑚]

 
 
 
 

 

𝑓 ∶  𝑈 𝑥 𝐼 → 𝑅  is an information function. 𝑓(𝑢𝑘, 𝑖𝑗)  is 

used to estimate the rating of user 𝑢𝑘 ∈ 𝑈 for item 𝑖𝑗 ∈

𝐼. 
Collaborative Filtering Recommendation System 

(CFRS) [9–11] is a technique to predict user’s preference 

and suggest the items that a user might prefer on the 

information of other users with similar preferences. There 

are two types of CF [9, 12–14], item-based collaborative 

filtering and user-based collaborative filtering. CFRS uses 

the common metrics such as Cosine, Pearson, and several 

others to measure the similarity and dissimilarity of the 

users or the items. 

B. Energy Distance 

Energy distance [5, 15] is a powerful tool for 

multivariate analysis. It is used to test for multivariate and 

univariate inference, multivariate independence, 

multivariate normality, distance components for non-

parametric analysis of structured data, and more. Energy 

distance is applied to random vectors, where these random 

vectors have an unlimited size. Let 𝐼1 = 𝐼11, 𝐼12, … , 𝐼1𝑛 

and 𝐼2 = 𝐼21, 𝐼22, … , 𝐼2𝑚be independent random vectors in 

Euclidean space. The distance of 𝐼1  and 𝐼2 is determined 

according to the distance between the random vectors. 

𝐷2(𝐼1, 𝐼2) = 2∑ ∑ ‖𝐼1 − 𝐼2‖
𝑚
𝑗=1

𝑛
𝑖=1 − ∑ ∑ ‖𝐼1 − 𝐼1′‖

𝑚
𝑗=1

𝑛
𝑖=1  −

                       ∑ ∑ ‖𝐼2 − 𝐼2′‖
𝑚
𝑗=1

𝑛
𝑖=1 ≥ 0                               (1) 

In Eq. (1), a random variable 𝐼1
′  (or 𝐼2

′ ) represents a copy, 

which is independent and distributed like 𝐼1(or 𝐼2). 

The potential energy (shortly, energy) of the 

independent random variables 𝐼1  and 𝐼2  is defined by 

distance function 𝜀 as the follow: 

 𝜀𝑛,𝑚(𝐼1, 𝐼2) = 2𝐸[𝛿(𝐼1, 𝐼2)] −  𝐸[𝛿(𝐼1, 𝐼1′)] −  𝐸[𝛿(𝐼2, 𝐼2′)] (2) 

where: 

 E[δ(I1, I2)] =  
1

nm
∑ ∑ ‖I1i − I2j‖

m
j=1

n
i=1  (3) 

 𝐸[𝛿(𝐼1, 𝐼1′)] =  
1

𝑛2
∑ ∑ ‖𝐼1i − 𝐼1j‖

𝑛
𝑗=1

𝑛
𝑖=1  (4) 

 𝐸[𝛿(𝐼2, 𝐼2′)] =  
1

𝑚2
∑ ∑ ‖𝐼2i − 𝐼2j‖

𝑚
𝑗=1

𝑚
𝑖=1  (5) 

One can prove that 𝜀𝑛,𝑚(𝐼1, 𝐼2) =  𝐷2(𝐼1, 𝐼2) is zero if 

and only if 𝐼1and 𝐼2 have the same distribution. It is also 

true that the statistic 𝜀𝑛,𝑚 is always non-negative.  

C. CFRS Using Energy Distance 

The larger the energy distance between the user/item A 

and the user/item B is, the further the relationship between 

A and B is. Therefore, the energy distance can be used for 

collaborative filtering recommendation to find the nearest 

neighbors (i.e., the nearest users or the nearest items) of 

the user/item A. 

There are currently two types of CFRS using energy 

distance: (1). Collaborative filtering recommendation 

systems based on the users using energy distance [5]; (2). 

Collaborative filtering recommendation systems based on 

the user groups using energy distance [7]. The first one 

mainly focuses on applying the energy distance for user-

based collaborative filtering recommendation system. The 

second one concentrates on applying the energy distance 

for user group-based recommendation system. However, 

both two recommendation systems are based on the 

relationship of users rather than the relationship of items. 

III. EVALUATION METHOD 

A. K-folds Cross Validation 

The k-folds cross validation method [6, 16, 17] is 

usually chosen to partition the datasets, which are used to 

evaluate the recommendation models. In this method, the 

datasets are divided into a training set and a testing set. For 

example, if k-folds equals to 5. The dataset is divided into 

5 parts/folds with equal size: 80% (4 parts) of the dataset 

for training and 20% (1 part) for testing. The 

recommendation models are evaluated recursively 5 times, 

each time using a different testing part. The results are then 

averaged to create the final result. Therefore, the k-folds 

cross validation method ensures that all users and items are 

considered for both training and testing.   

B. Recommendation Systems Evaluation  

The accuracy-based evaluation method is used to 

evaluate the recommendation models. This method builds 

the confusion matrix 2×2 [9, 17, 18] (Table I) to calculate 

the Precision value and the Recall value. Besides, F-

measure–the harmonic means of precision and recall is 

also used to evaluate for the recommendation models. The 

higher the value of the Precision, Recall and F-measure, 

the better the model is evaluated. This helps designers to 

select the suitable model before applying it in practice. 

TABLE I. CONFUSION MATRIX 

 Predicted 

negative positive 

A
ct

u
a

l negative a b  

positive c d 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝑖𝑡𝑒𝑚𝑠

𝑡𝑜𝑡𝑎𝑙 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝑖𝑡𝑒𝑚𝑠
=

𝑑

𝑏+𝑑
         (6) 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝑖𝑡𝑒𝑚𝑠

𝑡𝑜𝑡𝑎𝑙 𝑢𝑠𝑒𝑓𝑢𝑙 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑎𝑡𝑖𝑜𝑛𝑠
=

𝑑

𝑐+𝑑
  (7) 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
=

2

1/𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+1/𝑟𝑒𝑐𝑎𝑙𝑙
  (8) 

where: 

𝑎 is the number of items that were not recommended by 

the system, and were also not actually preferred by users. 

𝑏 is the number of items that were recommended by the 

system, and were not actually preferred by users.  
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𝑐 is the number of items that were not recommended by 

the system, and were actually preferred by users.   

𝑑 is the number of items that were recommended by the 

system, and were also actually preferred by users. 

Besides, the error-based evaluation method (Root Mean 

Square Error, and Mean Absolute Error) is also used to 

evaluate errors of the proposed model. 

Root Mean Square Error (RMSE) [17, 18] is calculated 

between the real values and the predicted values as Eq. (9). 

 𝑅𝑀𝑆𝐸 = √
∑ (𝑝𝑖𝑗−𝑝̂𝑖𝑗)

2
(𝑖,𝑗)∈𝑛

|𝑛|
 (9) 

in which, 𝑝𝑖𝑗 be the real rating of user 𝑖 for item 𝑗; 𝑝̂𝑖𝑗 be 

the predicted rating of user 𝑖 for item 𝑗 and 𝑛 is the set of 

all user-item pairings (𝑖, 𝑗). 
Mean Absolute Error (MAE) [17, 18] is calculated 

between the real values and the predicted values as the 

following formula. 

 𝑀𝐴𝐸 =
1

|𝑛|
∑ |𝑝𝑖𝑗 − 𝑝̂𝑖𝑗|(𝑖,𝑗)∈𝑛  (10) 

Among the compared models, the smaller error value 

the model has, the better the model is. 

IV. ITEM-BASED RECOMMENDATION MODEL USING 

ENERGY  

A. Modelling 

The items-based recommendation model using energy 

is shown in Fig. 1. This proposed model has the input be a 

tri-set (U×1×R). In which, 𝐼 is the set of items, 𝑈 is the set 

of users and 𝑅  is the rating matrix. The model will 

calculate the distances between the items by the energy 

function shown in Eq. (2), save the result in an 

incompatibility matrix. Next, the model: (1) finds the K-

Nearest Neighbors (KNN) for each item 𝑖𝑗; (2) predicts the 

missing ratings of all users for the item 𝑖𝑖 and then predicts 

missing ratings of all users for all items. The output of the 

model is a table of predicted ratings.  

 

Fig. 1. The Item-based recommendation model using energy distance. 

B. Incompatibility Matrix of the Items 

The incompatibility matrix E represents the energy 

distances between the items. The incompatibility matrix 

𝐸 = {𝑒𝑖𝑗} , 𝑖 = 1, 2, … , 𝑛 , 𝑗 = 1,2, … , 𝑛  and 𝑒𝑖𝑗  to be 

calculated by Eq. (2). 

𝐸 =

[
 
 
 
 
𝑒11 𝑒12 𝑒13 . . . 𝑒1𝑛

𝑒21 𝑒22 𝑒23 . . . 𝑒2𝑛

𝑒31 𝑒32 𝑒33 . . . 𝑒3𝑛

. . . . . . . . . . . . . . .
𝑒𝑛1 𝑒𝑛2 𝑒𝑛3 . . . 𝑒𝑛𝑛]

 
 
 
 

 

C. K-Nearest Neighbors of an Item 

The energy distances in the incompatibility matrix are 

used for finding the k-nearest neighbors of the item 𝑖𝑗. 

 

Fig. 2. Three nearest neighbors of the item 𝑖𝑗 (KNN = 3). 

Fig. 2 presents the 2D space of the energy distance 

between the item 𝑖𝑗 and other items. The items with low 

energy will be displayed closer to 𝑖𝑗. If KNN equals to 3, 

the item 𝑖2 , 𝑖3 , and 𝑖6  are selected to be three nearest 

neighbors of 𝑖𝑗. 

D. Algorithm 

The algorithm of proposed model is the follow: 

 

Algorithm 1. Item-based recommendation algorithm 

using energy 

Input: The tri-set (U × I × R); the number of nearest 

neighbors 𝑘𝑛𝑛. 

𝑈 =  {𝑢1, 𝑢2, … , 𝑢n}; 𝐼 =  {𝑖1, 𝑖2, … , 𝑖𝑚}; 𝑅 =  {𝑟𝑖𝑗}, 𝑖 =

1,… , 𝑛 , 𝑗 = 1,… ,𝑚 

Output: The table of predicted ratings to be used for 

recommendation R′. 

Begin 

// Building the incompatibility matrix Energy 

1: for i = 1 to m do 

2:  calculate the energy distance of each item 𝑖𝑗  with 

all other items;  

3: end for 

// Finding k nearest items of each item ik,  

    // then creating the matrix K of size m x knn   

4: for k = 1 to m do  

5:  // finding knn (k nearest items of the item 𝑖𝑘  by 

using the rating matrix R and the incompatibility 

matrix Energy) 

  for q = 1 to knn 

   K[ik][q] = it where E[ik][it] has the qth smallest  

                    energy distance 

6:       end for 

7: end for 

// Predicting the missing rating values based on 

    // k nearest neighbors. 

8: for i = 1 to n do 

9:  for j = 1 to m do 

10:     if (R[ui][ij] == NA && Energy[𝑖𝑗][ik] != 0  

                     && ik K[ij, 1:knn]) 
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11:  R’[ui][ij] = (1/Energy[ij][ik]) x 

                  (Energy[ij][ik] x R[ui][ij]) 

12:   end for 

13: end for 

14. return the table of predicted ratings R′.  

End. 

V. EXPERIMENT 

A. Datasets 

Experiments in this article are performed on two 

datasets Jester5k [8] and MovieLens100k [19]. These two 

datasets are commonly used in the recommendation 

systems. The information of these datasets is summarized 

in Table II. 

Jester5k contains the ratings of 5000 anonymous users 

collected from the Jester Online Joke Recommendation 

System between April 1999 and May 2003. All selected 

users have rated 36 or more jokes. 

MovieLense100k includes 100,000 ratings published in 

1998 by GroupLens. Each user has rated at least 20 movies. 

TABLE II. THE TABLE TO DESCRIBE DATASETS: JESTER5K AND 

MOVIELENS100K 

Names 
Number of 

rows (users) 

Number of 

cols 

(items) 

Number of 

ratings 

Value 

domain 

of ratings 

Jester5k 5,000 100 362,106 −10~+10 

MovieLens100k 943 1682 99,392 1–5 

 

B. Tool 

In the experiment of the article, R language is used to 

build the proposed model (named IBCFEnergy RS-Items 

Based Collaborative Filtering Recommendation System 

using Energy distance). 

The IBCFEnergy RS model is compared with two 

models including: IBCFCosine RS (Items Based 

Collaborative Filtering Recommendation System using 

Cosine measure) and IBCFPearson RS (Items Based 

Collaborative Filtering Recommendation System using 

Pearson measure). These two models are in the 

“recommenderlab” [9] “rrecsys” [20] packages. Two 

models use Cosine and Pearson measures, respectively to 

find k-nearest neighbors of the items.  

In the first two scenarios, the accuracy (Precision, 

Recall, F1) of the proposed model is compared with the 

two IBCFCosine RS and IBCFPearson RS models of 

recommenderlab package. In recommenderlab, the dataset 

is partitioned into a training set and a testing set. The 

testing set is again divided into two parts: The query set 

and the target set (= testing set − query set) have the same 

size. Suppose, a user 𝑢 in the test set has rated 𝑙 items (𝑙 
ratings), then the “given” ratings are selected at random 

(“given” ratings are also called the known ratings) in the 

query set and the remaining ratings of user 𝑢 - (𝑙-given) -

are in the target set. The training set is used to build the 

recommendation model whereas the query set is used to 

predict the list of recommendations based on the built 

model; and the target set is used to evaluate the prediction 

results through the accuracy measures. In the third scenario, 

the errors (RMSE, MAE) of the proposed model are 

compared those of IBCFPearson RS model of the rrecsys 

package. In rrecsys, the dataset is partitioned into a training 

set and a testing set. The training set is used to learn the 

model whereas the testing set is used to evaluate the model. 

C. Scenario 1: Accuracy-Based Evaluation on Jester5k 

This scenario evaluates the F1, Precision and Recall 

values of three recommendation models IBCFCosine RS, 

IBCFPearson RS, and IBCFEnergy RS on the Jester5k 

dataset with the known ratings of each user in the testing 

set (given) to be 10, 18, 22, 30, 34; the number of items to 

recommend (𝑛) to be 1, 3, 6, 9, 12 and k nearest items (𝑘𝑛𝑛) 

to be 30. 

 

Fig. 3. Precision chart of three models with KNN = 30 on Jester5k 

dataset.  

The experimental results in Fig. 3 show that the 

Precision values of IBCFEnerergy RS are always higher 

than the Precision values of IBCFCosine RS and 

IBCFPearson RS. However, when 𝑔𝑖𝑣𝑒𝑛 equals to 10 (the 

number of known ratings is small), the Precision value of 

the proposed model is smaller than those of IBCFPearson 

RS. 

Because the Recall values of IBCFCosine RS are the 

lowest, the IBCFEnergy RS is compared to the 

IBCFPearson RS by using the Recall value differences 

between each of these two models and IBCFCosine RS as 

Fig. 4. The result shows that the difference values of the 

proposed model is higher than the model using Pearson 

measure; especially when the given value increases. 

However, when the given VALUE is less than or equal to 

10, the Recall value of the proposed model is smaller than 

those of IBCFPearson RS. 

 

Fig. 4. Difference value of recall for two models IBCFPearson RS and 

IBCFEnergy RS compared to IBCFCosine RS on Jester5k dataset. 
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Besides, the experimental result shows that the F1 

values of IBCFCosine RS are the lowest, therefore Fig. 5 

only presents the F1 value differences between each of two 

models (IBCFEnergy RS and IBCFPearson RS) and 

IBCFCosine RS. It means that F1 values of IBCFEnergy 

RS is higher than the IBCFPearson RS, especially when 

the 𝑔𝑖𝑣𝑒𝑛 value increases. However, when 𝑔𝑖𝑣𝑒𝑛 is less 

than or equal to 10, the F1 value for the proposed model is 

smaller than those of IBCFPearson RS. 

 

Fig. 5. Difference value of F1 for two models IBCFPearson RS and 

IBCFEnergy RS compared to IBCFCosine RS on Jester5k dataset. 

D. Scenario 2: Accuracy-Based Evaluation on 

Movielense100k 

Because F1 is the harmonic means of precision and 

recall values, the Scenario 2 focus on comparing the F1 

values of three models IBCFEnergy RS, IBCFCosine RS 

and IBCFCosine RS on the MovieLense100k dataset. The 

𝑔𝑖𝑣𝑒𝑛 of each user in the testing set to be 2, 8, 14, 17; the 

number of items to recommend (𝑛) to be 1, 3, 6, 9, 12 and 

K Nearest item (KNN) to be 30, 40. 

 

 

Fig. 6. F1 chart of three models with KNN = 30 on Movielense100k 

dataset. 

Fig. 6 presents the results of comparing the F1 values of 

three models (IBCFEnerergy RS, IBCFCosine RS and 

IBCFPearson RS) when KNN equals to 30. It shows that 

the F1 values of IBCFCosine RS is smallest. Fig. 7 

presents the F1 difference value of IBCFEnerergy RS and 

IBCFPearson RS respectively compared with IBCFCosine 

RS. The experimental results presented in Figs. 6 and 7 

show that the 𝑔𝑖𝑣𝑒𝑛 value increases, the F1 value of the 

IBCFEnerergy RS is higher than the F1 value of the 

IBCFCosine RS and IBCFPearson RS. However, when 

given to be 2, the F1 value of the IBCFEnergy RS is 

smaller than that of IBCFPearson RS. 

 

Fig. 7. Difference value of F1 for two models IBCFPearson RS and 

IBCFEnergy RS compared to IBCFCosine RS on MovieLens100k 

dataset. 

When KNN equals to 40 and 𝑔𝑖𝑣𝑒𝑛 equals to 2, 4, 14, 

17, the experimental results are displayed in Figs. 8 and 9. 

These figures shows that the conclusion for KNN = 30 as 

mentioned in above paragraph is right for KNN  = 40. 

 

Fig. 8. F1 chart of three models with KNN = 40 on MovieLens100k 

dataset. 

 

Fig. 9. Difference value of F1 for two models IBCFPearson RS and 

IBCFEnergy RS compared to IBCFCosine RS on Movielense100k 

dataset. 

E. Scenario 3: Error-Based Evaluation on both Jester5k 

and Movielense100k 

Scenario I and II shows that in three compared models, 

IBCFCosine RS always has the smallest F1, Precision, 

Recall values. Therefore, Scenario 3 will concentrate on 

comparing the errors (RMSE and MAE) of two models 
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IBCFEnergy RS, IBCFPearson RS on both Jester5k and 

MovieLense100k. 

RMSE and MAE error values of both IBCFPearson RS 

and IBCFEnergy RS on Jester5k and MovieLense100k are 

shown in Figs. 10 and 11, respectively. The MAE and 

RMSE values of IBCFEnerergy RS are always lower than 

the MAE and RMSE values of IBCFPearson RS, when 

KNN is changed from 5, 10, 20, 30, 40 for Jester5k, and 

from 10, 20, 30, 40, 50, 60 for Movielense100k. 

 

Fig. 10. MAE and RMSE for two models IBCFPearson RS and 

IBCFEnergy RS on Jester5k dataset. 

 

Fig. 11. MAE and RMSE for two models IBCFPearson RS and 

IBCFEnergy RS on Movielense100k dataset. 

VI. CONCLUSION 

We proposed the item-based collaborative filtering 

model with energy distance to recommend the suitable 

items to users, then enrich for the CF methods. The new 

recommendation model has been experimented on the 

Jester5k and MovieLens100k datasets, and compared with 

the item-based collaborative filtering recommendation 

models using Pearson and Cosine measures of the 

“recommenderlab” and “rrecsys” packages. The 

performance of the proposed model is evaluated by the 

accuracy and error metrics such as Precision, Recall, F1, 

RMSE and MAE. The experimental results have shown 

that the proposed recommendation model has a higher 

Precision, Recall and F1 values compared to those of two 

compared models on the both Jester5k dataset and 

Movielens100k dataset. However, when the number of 

known ratings (𝑔𝑖𝑣𝑒𝑛) is small, the Precision, Recall and 

F1 values are not high. In addition, the RMSE and MAE 

errors of the proposed model are lower than the RMSE and 

MAE errors of the compared model. Generally, the 

experimental results of the proposed model show the 

applicability of the energy distance to the item-based 

collaborative filtering recommendation system. This 

contributes to more diversity for recommendation 

approaches. In the future, the authors will test the proposed 

model on a larger data range to fully evaluate it as well as 

develope collaborative filtering recommendation model 

using energy distance on the groups of items. 
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