Gradient Boosting and LSTM Based Hybrid Ensemble Learning for Two Step Prediction of Stock Market
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Abstract—Prediction of stock market price using different artificial intelligent techniques have become an efficient and effective method for stock market prediction with higher prediction accuracy. In this present work, thus we provide an ensemble technique that comprises of two base models namely extreme gradient boosting method and long short term memory method for short term prediction of stock market. Previously the prediction of stock price was confined to all the data available, irrespective of its significance in prediction accuracy. This study investigates different issues for predicting the closing price of the stock market. Based on the two step ensemble method (including a feature selection and combination of two different intelligent techniques), Convolutional Neural Network (CNN) method is used for feature selection purpose based on the correlation coefficient of different technical indicators for predicting the closing price. Additionally, ensemble learning is applied for increasing the prediction accuracy. The subset of selected input features enhances the model’s accuracy. The performance evaluation of the proposed model is performed by comparing it with different other models like Support Vector Machine (SVM), Long Short Term Memory (LSTM), Kernel Extreme Learning Machine (KELM), etc. As a new addition to the previous literature the proposed combined method extracts the features that mainly influences the accuracy of the predicted price hence better result in less time is observed. The proposed ensemble learning technique exhibited the best predicted output as compared with other methods discussed in this study.
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The stock market is expressed as one of the most challenging real-world problems, it depends upon various factors. Main aim of stock price prediction is to recommend certain countermeasures to reduce the risk management of the stock market. In order to perform the prediction, the market needs a thorough hypothesis [1–3].

I. INTRODUCTION

The stock markets movement is affected by various factors making it more complicated for analysing purpose [4, 5]. The universal data of the stock price makes the analysis difficult when different markets are considered. In general, two methods are implemented for stock market prediction, technical analysis and fundamental analysis. Technical analysis is mainly based on the statistical analysis, this includes the historical movement of the prices. Different technical indicators may include moving average, stochastic %K, etc. Whereas the fundamental analysis mainly focuses on different economic aspects by the company and their political conditions. Irrespective of different existing model stock price analysis is still a challenging job and have scope for improvement. To overcome these challenges in stock market prediction, the modern researchers have introduced different artificial intelligent techniques for prediction and analysis purposes. Various techniques primarily used for this purpose, traditional approaches extensively used previously are Auto Regressive Moving Average (ARMA), Auto Regressive Integrated Moving Average (ARIMA), etc. [6–8]. The main drawback of these models is, that it is not capable of handling nonlinear data, the computational complexity is more, and the problem of local minima therefore slow convergence rate. These limitations led to the introduction of other new models for more accurate predictions.

The main contribution of this paper can be given as a new contribution to the previously present study is that this paper focuses on Convolutional Neural Network (CNN) based feature selection, where different technical indicators (like Simple moving average, Momentum stochastic %K, Accumulator/Distributor, historical closing price and Open-High-Low-Close (OHLC)) are considered as the features and the best features are selected based on the Correlation coefficient with the closing price. This paper shows a one day ahead prediction of stock prices. Conclusively the CNN algorithm is hybridized with the XGB (Extreme Gradient Boosting) and Long Short Term Memory (LSTM) algorithm for more accurate prediction of stock market price. The closing price is not only...
dependent on the previous closing price value but also depends upon various indicators and emotional status of the market. Hence a very accurate prediction technique is required. The proposed model gives an accurate prediction by considering the important features only that mostly influences the next day closing price. The experimental data analysis shows better performance of the proposed model.

The remaining paper is organized as following: Section II provides a brief description of different methods used in this study for prediction purposes. Section III demonstrates the proposed methodology. Section IV shows the experimental verification and result analysis showing different comparative study between different prediction techniques, and finally Section V concludes the study.

II. LITERATURE REVIEW

The new research includes Back Propagation (BP), Artificial Neural Network (ANN), Support Vector Machine (SVM), Recurrent Neural Network (RNN), and Extreme Learning Machine (ELM) [9–14]. The single layered feed-forward neural network gained more importance because of less computational complexity and hence more accurate prediction. ELM depends on the propitious selection of the hidden neurons and the activation function for stability and generalization. The limitation of ELM is the selection of the number of neurons in the hidden layer and weight matrix. To solve this problem the kernel function came into existence. This improved the stability and generalization of the method. The kernel function enhances the system stability and when applied in combination with the ELM technique it is termed Kernel-based Extreme Learning Machine (KELM) [15]. The basic concept of KELM is such that the kernel matrix is formulated to describe the feature mapping where no random weights are used for its processing. Later the EL also came into use for the purpose of stock price prediction. EL comprises of mainly three types bagging boosting and stacking. The most commonly used method being the bagging and boosting method. The recent researches mainly focus on combination of statistical and AI models. Methods used like clustering [16, 17], multiple kernel-based prediction [18–21], ensemble-based methods included Neural Network Regression Ensemble (NNRE), Support Vector Regression Ensemble (SVRE), Boosted Regression Tree (BRT), and Random Forest Regression they mainly used the process of boosting. Very less researches have been performed for stacking based Ensemble Learning (EL) process. In recent studies different tree-based ensemble methods have found its importance. Methods like Random Forest (RF), Gradient Boosting (GB), have owned importance because of their stability, simplicity, and robustness in prediction [22–25].

CNN and LSTM were previously used as a general procedure for prediction of short-term stock price, and showed high accuracy in result that’s why this method is used in our model in a different way.

III. BACKGROUND THEORY AND ALGORITHM

This section briefly describes different methods used in this study for prediction purposes.

A. Convolutional Neural Network

CNN possess the characteristic of giving importance to the most obvious features. This characteristic helps in feature selection process. CNN is a type of feed forward neural network; CNN comprises of two parts namely the convolution layer and the pooling layer. It is mostly used for time series prediction as the weight sharing process greatly improves the accuracy of the model by reducing the number of parameters. The convolution layer comprises of convolution kernels, after the working functioning of the convolutional layer, the features are extracted. The dimension of the extracted feature tends to be very high and hence a pooling layer is added for reduction of the features dimension. Eq. (1) shows the comprehensive calculation of the kernel present in the CNN for reduction in features. Fig. 1 shows the architecture of the LSTM.

\[ O_p = \tanh(x \times k + b) \] (1)

\( O_p \) shows the output result after performing the convolution, \( x \), \( k \), and \( b \) represents the input, weight vector and bias value respectively and \( \tanh \) being the activation function. Fig. 1 demonstrates the process of CNN. Different activation function can be used but for this particular study \( \tanh \) function is used as it is observed to give better result.

B. Long Short Term Memory

LSTM is a type of the RNN algorithm and belongs to the same family, the prime conception of this RNN technique being the feedback layer. The model’s output depends upon both the input data as well as the data of the preceding result or hidden layer. The major drawback of this technique is the back propagated data that gets increased or decreased at every step initiating to a vanishing data followed after noticing separate steps. Thus, the LSTM technique resolved the vanishing data problem [22, 23]. Different from the conventional neural networks LSTM comprises of memory blocks alternatively to the neurons connected between the layers. Independent blocks include different gates operating the blocks output. It is mainly composed of three gates that functions for solving the network, namely the input gate, the forget gate and the output gate. The activation function
acts as the decision-making term. Primary steps of the gates are given as follows:

1) Depending on different conditions the activation process is controlled and thus enhancing the up gradation of the memory. The function occurs in the memory gate.
2) As per the name given the forget gate discard the inadequate information. By forgetting the previous cell information, this phenomenon takes place in the forget gate.
3) Depending upon the previous information from the forget gate the main output is obtained. This happens in the output gate.

Mathematically the nodes can be represented as:

\[ i_g = \delta(w_{xi} \times X_t + W_{hi} \times h_{t-1} + W_{ci} \times C_{t-1} + b_i) \]  
\[ f_g = \delta(W_{xf} \times X_t + W_{hf} \times h_{t-1} + W_{cf} \times C_{t-1} + b_f) \]  
\[ C_g = f_t c_{t-1} + i_t \tanh(W_{xc} X_t + W_{hc} h_{t-1} + b_c) \]  
\[ O_g = \delta(W_{xo} X_t + W_{ho} h_{t-1} + W_{co} c_t + b_o) \]  
\[ h_t = o_g \tanh(c_t) \]

Eqs. (2)–(6) shows the formation of various nodes, here \( i_g, f_g, \) and \( o_g \) being the input gate, forget gate and output gate respectively. The input of the LSTM is twofold process, where the current sample \( x_t \) is the previous hidden layer sample, \( h_{t-1}, f_t, \) being the cell state and \( c_{t-1} \) gives the internal source of each gate. While the activation function is given as \( \delta \) and \( \tanh \). \( W_d \) is the weight matrix for signal \( a \) and \( f \).

The activation of \( f \) further multiplies the cell state and it gets updated, in this process \( \tanh \) function is used to process the cell and the final LSTM output is obtained as shown in Eq. (6). The primary motive of LSTM is preserving the internal cell memory in its entire life process. In this technique \( C_t \) determines the future of the elements, i.e., which needs up gradation and which can be erased. This being the basic difference as compared to the traditional RNN. Fig. 2 shows the framework of the LSTM. Fig. 3 shows the network connection between the input and output layer of LSTM.

![Figure 2. Detailed framework of the LSTM technique.](image)

C. Proposed Method

The proposed model consists of XGB model along with the LSTM model. The base models comprises of the independent input features and therefore provides the prediction result individually. These data functions as the metadata and fed as input to the regression which provides us the final predicted output. Thus, the output obtained from the ridge regressor consists of the weighted average of each output of all the base models.

As given in the input data set

\[ I_{XGB} = [x_1, x_2, ..., x_{n_{gb}}] \]

\( X_i \) denotes the input vector comprising of different technical indicators of the input features

\[ x_1 < x_2, x_3, ..., x_n > \]

The main aim is defining a function for predicting stock price at the time \( t+1 \) based on the technical indicator of the previous day.

\[ \hat{y}_{t+1} = f(x_t) = f(x_1, x_2, ..., x_n) \]

\( \hat{y}_{t+1} \) is the predicted price and \( f(.) \) is the mathematical function of the proposed model (XGB and LSTM)

\[ f(x) = [f_1(x), f_2(x), ..., f_m(x)] \]

where \( f_1(x), ..., f_{m-1}(x) \) denotes the \( m-1 \) XGB model and \( f_m(x) \) represents the LSTM model.

The basic model is trained for predicting the closing price as \( y \) is the individual base model’s predicted closing price, ridge regression’s input is the output of the base model, this provides the weights to the individual base model for final closing price prediction.

\[ \hat{y}_1 = f_1(x) \]
\[ \hat{y}_2 = f_2(x) \]
\[ \hat{y}_m = f_m(x) \]
\[ \hat{y} = w_0 + w_1 \times \hat{y}_1 + ... + w_m \times \hat{y}_m \]

![Figure 3. Structure of the LSTM technique.](image)
\( W_i \) represents the weight assigned to the base elements, the cost function optimizes the weights with the help of the cost function:

\[
    c_J(w) = \frac{1}{2n} \sum_{j=1}^{n} (\hat{y}_j - \tilde{y}_j)^2 + \sum_{j=1}^{m} w_j^2
\]

\( C_J(w) \) is the cost function which is utilized to optimize the weight of the ridge regressor. And \( y_i \) is the actual closing price.

In this paper, CNN is applied in the two-stage hybrid prediction models, i.e., XGB-LSTM in this to propose. This proposed method comprises of CNN based features. Different technical indicators used in this paper for the purpose of input parameters. Table I. shows the different technical editors included for the purpose of prediction using the available data. The proposed model structure in shown in Fig. 4.

**TABLE I. SHOWS THE DIFFERENT TECHNICAL EDITORS**

<table>
<thead>
<tr>
<th>Indicator Names</th>
<th>Formulae</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple moving average</td>
<td>((C_p + C_{p+1} + ... + C_{p+n})/n)</td>
</tr>
<tr>
<td>Momentum</td>
<td>(C_{p+1} - C_{p-n})</td>
</tr>
<tr>
<td>Stochastic% K</td>
<td>((C_{p+1} - L_{p+1})/(H_{p+1} - L_{p+1})\times100)</td>
</tr>
<tr>
<td>Accumulator/Distributor</td>
<td>((H_p - C_p)/(H_{p+1} - L_p))</td>
</tr>
<tr>
<td>Historical Closing Price</td>
<td>NA</td>
</tr>
<tr>
<td>OHLC</td>
<td>NA</td>
</tr>
</tbody>
</table>

![Figure 4](image-url) Basic architecture of the proposed technique.

**IV. EXPERIMENTAL SETUP AND RESULT ANALYSIS**

This section demonstrates a detailed explanation of the experimental setup and performance of the hybrid model. And that how the proposed model gives a better performance accuracy as compared to other previously implemented models. Direct prediction of the closing price helps in tracking the stock’s trend. Based on recent studies we can say that the extraction of important features can help in more accurate prediction.

**A. Feature Selection**

As shown in Table I, a number of technical features are there for predicting the closing price of a particular stock, but all the features does not hold equal amount of importance while predicting the closing price. The primary procedure followed is selecting the features those are best suited for prediction of stock market with maximum accuracy. CNN technique is used in this study for performing the feature selection and based on the correlation between the closing price the best features are considered. Table II shows the relation between the feature and the closing price, the more the correlation coefficient the better is the feature for predicting the closing price.

**TABLE II. CORRELATION COEFFICIENT BETWEEN DIFFERENT TECHNICAL FEATURES AND CLOSING PRICE**

<table>
<thead>
<tr>
<th>Technical Indicators</th>
<th>CCR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple moving average</td>
<td>0.96</td>
</tr>
<tr>
<td>Momentum</td>
<td>0.90</td>
</tr>
<tr>
<td>Stochastic% K</td>
<td>0.85</td>
</tr>
<tr>
<td>Historical closing price</td>
<td>0.97</td>
</tr>
<tr>
<td>OHLC</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Based on Table II, the best CCR is obtained for OHLC, Simple moving average, historical closing price and lastly OHLC.

**B. Data Pre-Processing**

The data obtained is highly non-linear and also processes some overlapping and missing data. To maintain a proper synchronisation of the data present the whole data set is categorised under a single format [0 1]. This helps in maintaining the uniformity of the stock price data. The process of data normalization is performed using Eq. (14) this also improves the training speed and minimises the calculation overflow.

\[
    N_{norm} = \frac{X_N - X_{N_{min}}}{X_{N_{max}} - X_{N_{min}}}
\]

\( N_{norm} \) is the normalized value, \( X_N \) being the total number of data, \( X_{N_{min}} \) being the minimum data of the data set and \( X_{N_{max}} \) shows the maximum of the data set.

**C. Data Collection**

The stock market data is obtained from the yahoo finance [26] latest verified on 1st September 2022. The opening price, high, low, and closing price is collected for Yes bank and HDFC bank for performing the proposed model. The experiment is performed on MATLAB 2017.

**D. Result Analysis**

This work predicts the closing price of the two banks in advance for 1 day ahead. For solving the prediction problem. The entire data set which is expressed as \( D=(X,Y) \), where \( X \) represents the sample input and \( Y \) represents the corresponding labels of the input sample. \( X \) can be defined as; \( X=(X_1, X_2, ..., X_{n-1}, X_n) \) in a similar manner \( Y \) is also represented in terms of total number of sample \( n \), \( n \) represents the technical indicators considered for predicting the closing price. \( X_i \) can be expressed in terms of \( X_0, X_1, X_2, ..., X_n \). The flow chart of the proposed model is shown in Fig. 5. This section shows the process for ascertaining the best structure of XGB model. Initially, the XGB model is executed for validation purpose and obtaining the best hyper parameter with the help of grid search technique, the following observations are obtained. Algorithm 1 is followed for XGB-LSTM performance.
The algorithm responsible for feature selection is given in Algorithm 2. Fig. 6 shows the original closing price data of YES bank and it is found that the source data is highly nonlinear based on this observation it can be well understood the complexity of accurate prediction of the stock market. Fig. 7 shows the comparative analysis of different models used for predicting stock market in this paper and it can be well observed that the proposed model outperforms the other models considered in this paper based on their implementation. The corresponding data showing the corresponding values are shown in Table III. The table clearly shows that the proposed model performs better than other previously used techniques. The Mean Absolute Percentage Error (MAPE) value of the proposed ensemble technique is 1.172% which is less when compared to the SVM technique (MAPE value of 2.53%). As it is the matter of a financial market every percentage is of greater importance. The data represented in the graph is for 35 days only for proper visualization and distinguishing between different techniques. Table IV shows the comparative analysis of the second data that is for HDFC bank. Although there is a little bit of increase in the computational time while showing better result for both the case studies, but it can be ignored as the fluctuation of time in comparison to the prediction accuracy is very less. Algorithm 2 shows the framework of the proposed technique. This study did not consider the emotional background of the market which is also an important aspect in predicting the future closing price which can be considered as a backlog of the proposed method that can be considered in future studies. So taking the markets emotional status as constant the prediction is performed which can be considered hereafter for more accurate closing price prediction.

The important hyper parameters are given below:

First being the regression tree number ($n_{estimators}$, $k$) and, secondly the maximum depth of a regression tree ($d_{p}$).

Different XGB techniques are implemented for building the XGB forest. Where $N_{m}$ being the optimal number of XGB trees among XGB forest. It depends upon the accuracy of the model and validation data. The models multiplicity is enhanced by varying the values of the hyper parameters. The optimal hyper-parameters used are given below:

- $n_{estimators}$, $k$ = [25, 50, 100, 150, 200]
- $max_{depth}$, $d_{p}$ = [2, 4, 6, 8, 10]
- $learning\_rate$, $L_{r}$ = [0.1, 0.3, 0.5]

### Algorithm 1. Ensemble proposed technique (XGB-LSTM with ridge regression)

<table>
<thead>
<tr>
<th>Start</th>
</tr>
</thead>
<tbody>
<tr>
<td>MULTITECHNICAL INDICATORS</td>
</tr>
<tr>
<td>MOVING AVERAGE</td>
</tr>
<tr>
<td>FEATURES USED AS INPUT</td>
</tr>
<tr>
<td>XGB-LSTM BASED TRAINING</td>
</tr>
<tr>
<td>PREDICTED OUTPUT</td>
</tr>
<tr>
<td>COMPARE WITH ACTUAL OUTPUT</td>
</tr>
<tr>
<td>Stop</td>
</tr>
</tbody>
</table>

**Algorithm 1.** Ensemble proposed technique (XGB-LSTM with ridge regression)

**Initialise**

**Begin**

Different features of the CNN, let us consider the features be $s = \{s_1, s_2, \ldots, s_n\}$

Now generate the data for training and cross validation, $s = (SD_{n}, SD_{cv})$

$d_{m}$ denotes maximum acceptable accuracy rate of drop

$N$ denotes the network

$N$ is trained for loss minimisation with ($s$) such that the accuracy rate is in unacceptable region

Calculate accuracy rate of $SD_{n}$ and $SD_{cv}$

Now rank the networks

If $I < N$, $i++$, NEXT

Else stop

**End**

The important hyper parameters are given below:

First being the regression tree number ($n_{estimators}$, $k$) and, secondly the maximum depth of a regression tree ($d_{p}$).

Different XGB techniques are implemented for building the XGB forest. Where $N_{m}$ being the optimal number of XGB trees among XGB forest. It depends upon the accuracy of the model and validation data. The models multiplicity is enhanced by varying the values of the hyper parameters. The optimal hyper-parameters used are given below:

- $n_{estimators}$, $k$ = [25, 50, 100, 150, 200]
- $max_{depth}$, $d_{p}$ = [2, 4, 6, 8, 10]
- $learning\_rate$, $L_{r}$ = [0.1, 0.3, 0.5]

### Algorithm 2. CNN based feature selection

**Begin**

Different features of the CNN, let us consider the features be $s = \{s_1, s_2, \ldots, s_n\}$

Now generate the data for training and cross validation, $s = (SD_{n}, SD_{cv})$

$d_{m}$ denotes maximum acceptable accuracy rate of drop

$N$ denotes the network

$N$ is trained for loss minimisation with ($s$) such that the accuracy rate is in unacceptable region

Calculate accuracy rate of $SD_{n}$ and $SD_{cv}$

Now rank the networks

If $I < N$, $i++$, NEXT

Else stop

**End**

The algorithm responsible for feature selection is given in Algorithm 2.
combined together to obtain the output. The features can be optimized using different optimization technique. Table V shows the comparative study of different prediction models that were previously followed.

TABLE V. COMPARATIVE STUDY OF PREVIOUSLY EMPLOYED TECHNIQUE AND PROPOSED

<table>
<thead>
<tr>
<th>Stock market</th>
<th>Result obtained from literature review</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>S&amp;P 500 index</td>
<td>Percentage of correct directional predictions; ANN: μANN&lt;51.78 at 5% significance level</td>
<td>[29]</td>
</tr>
<tr>
<td>ISE National 100 index</td>
<td>Technical Analysis (10): Simple Moving Average, Weighted Moving Average Percentage of correct directional predictions (average) of: ANN: 75. Polynomial SVM: 71. (at α=0.05 confidence level, (at α=0.05 confidence level, difference mean difference is performances).</td>
<td>[30]</td>
</tr>
<tr>
<td>S&amp;P 500, DAX, and FTSE</td>
<td>Input variables: 1 (for each time series) Basic Price Data (1): Lagged values of S&amp;P 500 Returns obtained (%) at 0.5% transaction costs by: ANN B&amp;H AR(1) S&amp;P 500 29.52 21.92 0.43 DAX 32.52 23.88 2.65 TOPIX 35.59 −6.69 2.93 FTSE 28.38 13.45 4.25</td>
<td>[27]</td>
</tr>
</tbody>
</table>

V. CONCLUSION

From this paper it can be concluded that the proposed hybrid ensemble-based learning method performs better than the other models discussed in this study. The prediction thus can help in selecting the increase or decrease or rather buy or sell criteria of the stock market. The main drawback of the previously included the input variable selection which is solved by implementing the CNN based feature selection that segregates the best input that gives an accurate prediction result. It is also observed that the computational timing is low as compared to the traditional methods. Thus, making the proposed CNN based XGB-LSTM better in predicting the closing price. In future all the three methods of ensemble learning can be

TABLE III. COMPARISON ANALYSIS OF DIFFERENT TECHNIQUE FOR CLOSING PRICE PREDICTION OF YES BANK

<table>
<thead>
<tr>
<th>Technique</th>
<th>MAPE (%)</th>
<th>MAE (P.U)</th>
<th>RMSE (P.U)</th>
<th>Tr (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>2.95</td>
<td>0.382</td>
<td>0.051</td>
<td>10.22</td>
</tr>
<tr>
<td>ELM</td>
<td>2.53</td>
<td>0.033</td>
<td>0.418</td>
<td>9.14</td>
</tr>
<tr>
<td>XGB</td>
<td>1.91</td>
<td>0.025</td>
<td>0.033</td>
<td>9.33</td>
</tr>
<tr>
<td>LSTM</td>
<td>1.54</td>
<td>0.020</td>
<td>0.027</td>
<td>10.23</td>
</tr>
<tr>
<td>proposed</td>
<td>1.172</td>
<td>0.015</td>
<td>0.021</td>
<td>11.12</td>
</tr>
</tbody>
</table>

TABLE IV. COMPARATIVE ANALYSIS BETWEEN DIFFERENT PREDICTION MODELS FOR HDFC BANK

<table>
<thead>
<tr>
<th>Technique</th>
<th>MAPE (%)</th>
<th>MAE (P.U)</th>
<th>RMSE (P.U)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>2.82</td>
<td>0.062</td>
<td>0.077</td>
</tr>
<tr>
<td>ELM</td>
<td>1.68</td>
<td>0.036</td>
<td>0.046</td>
</tr>
<tr>
<td>XGB</td>
<td>1.41</td>
<td>0.028</td>
<td>0.043</td>
</tr>
<tr>
<td>LSTM</td>
<td>1.23</td>
<td>0.025</td>
<td>0.053</td>
</tr>
<tr>
<td>proposed</td>
<td>0.87</td>
<td>0.028</td>
<td>0.025</td>
</tr>
</tbody>
</table>
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