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Abstract—The construction industry could not avoid the 

technology disruptive era. Therefore, the Thai government 

has created a new policy and directed all departments to 

implement big data technology. Big data technology 

includes Machine Learning (ML). The present study 

attempts to predict over-budget construction projects using 

an ML algorithm. Data were collected from the comptroller 

general’s department of Thailand for over-budget project 

cases. Information about 692 projects completed in 

Thailand in 2019, covering all types of construction projects, 

was collected and analyzed. ML, an analytical technique for 

big data technology, was used as a tool in this study. In 

addition, k-Nearest Neighbors (KNN), an ML algorithm, 

was used to classify over-budget projects. The input data 

have four attributes: department of project, construction 

site location, type of project, and methods of procurement; 

the output is a yes/no decision on whether a project has been 

over budget. The dataset was preprocessed for analysis and 

modeled using the KNN function in Python 3. According to 

the test results, the KNN model achieves an accuracy 

(precision) of 0.86. Finally, the developed model has 

demonstrated that it can be used to predict the over-budget 

construction projects for the Thai government. 

 

Index Terms—government construction project, big data 

technology, machine learning, k-nearest neighbors, over-

budget project 
  

I. INTRODUCTION 

Machine Learning (ML) is a part of Artificial 

Intelligence (AI) that allows a system to learn from data 

rather than through basic programming. Moreover, it has 

become the most important topic within the AI field [1], 

[2]. Many studies have been conducted on how to use big 

data [3]-[6]. However, the use of ML algorithms and big 

data depends on the available data and objectives of an 

organization [1].  

The Thai government also uses big data to improve the 

country. The Thai government has already mandated all 

of its organizations and departments to use emerging 

technologies, such as big data, in their works [7]. 

However, some issues, such as lack of infrastructure, 
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quality of data, and tradition of data collection methods, 

have been encountered while using these emerging 

technologies [8].  

Furthermore, project cost management is a task that 

can be improved by applying the se new technologies. At 

a global level, this dissertation has developed a unique 

methodology using ML methods to improve cost 

prediction at the early design stage of building 

construction. In addition, there is another study that has 

evaluated bidding price, which can directly affect the 

business of construction firms. Thus, to determine a 

bidding price for a new project to sign a contract is such a 

difficult and responsible decision. Most results of the 

study have been validated in real applications, which 

achieved good performance for training models [9]-[11]. 

Currently, the government procurement process is 

critical to Thailand’s development since the government 

must budget and spend on various projects that would 

benefit the citizen’s quality of life and the country's 

development [12]. The Thai government attempts to 

define the components of government construction 

procurement problems to eradicate corruption in the 

procurement process, especially in construction projects 

[13]. The estimated cost is a part of the procurement 

process, and ML is a technique that can be used for 

efficient monitoring [10], [14]. 

 

Figure 1.  Thai procurement process. 

In 2019, the comptroller general’s department of 

Thailand found many construction projects with inflated 
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budget prices. This situation has cost the Thai 

government’s budget plan of approximately US$1.5 

million per year, as shown in detail in Fig. 1. Accordingly, 

the current study has developed an ML-based prediction 

model to predict the projects with inflated budgets. 

II. BACKGROUND OF THE STUDY 

The background explains the knowledge and theories 

that are related to project costs, procurement management, 

big data, and the k-Nearest Neighbors (KNN) 

classification method. 

A. Project Cost Management 

Project cost management involves four processes to 

complete a project with the approved budget: planning, 

estimating, budgeting, and control. First, Plan Cost 

Management defines how a project cost will be estimated, 

allocated, managed, monitored, and controlled. Second, 

Estimate Cost is a process of approximation development 

for monetary resources, which is necessary to complete a 

project. Third, Budget Determination is the process of 

aggregating the estimated costs of those individual 

activities or work packages to establish an authorized cost 

baseline. Fourth, Control Costs is a process concerned 

with monitoring the status of a project to update the 

project costs and manage changes to the cost baseline 

[14], [15]. After the above-stated processes, the 

procurement process can begin [8], [15]. 

B. Project Procurement Management 

Project procurement management includes processes 

that are required to purchase or receive products, services, 

or results that are required from outside the project. 

Contracts, purchase orders, memoranda of agreements, 

and internal service level agreements must be 

administered as part of the procurement process. There 

are three processes for the procurement process: planning, 

conducting, and controlling [14]. 

Normally, the Thai government conducts the 

procurement process using a prequalification and lower 

price bidding approach [15], [16]. There are three types 

of procurement methods used by the government for 

projects, which consist of bidding, chosen, and specific 

[16]. 

C. Big Data for Construction Management 

Big data have been used in some applications, such as 

Building Information Modeling (BIM), by managing the 

data of construction projects [17], [18]. 

ML and AI provide construction businesses with a 

competitive advantage in the market [19]. ML is a 

subfield of the AI field, and it is set up for computational 

tasks. ML learns automatically and directly from data of 

specific tasks [20]. Classification is an ML algorithm. 

The algorithm learns from data to classify new data. 

KNN is a simple classification method that has been used 

in the present study [21]. 

D. ML in Construction 

In the construction industry, ML-based models have 

been widely developed and used in knowledge building. 

İt has become an educational trend for the new style of 

construction management systems. In addition, there is 

the implementation of managing construction model data 

using BIM and managing CAD data systematically to 

support the cooperation of stakeholders [2]. Furthermore, 

a support vector machine has been used in construction 

cost estimation. This machine would compare prediction 

performance with other methods [22].  

However, the performance of an ML-based model 

depends on data quality and availability and the objective 

of construction model building. Otherwise, the developed 

model would not be efficient and could not be 

implemented. In Thailand, the overall operational ability 

in construction management is low, which affects the data 

quality or efficiency of projects in the organizations [23].  

In Thailand, the government agency that is in charge of 

looking after and developing procurement management in 

constructions has developed a system called Electronic 

Government Procurement (e-GP). In addition, the system 

could collect annual procurement data of the entire 

country efficiently. Nevertheless, the system is not 

developed to fix any specific problems of the 

organization [13]. 

E. Issue of Thai Government Procurement 

Currently, the construction industry has been 

developing cost management systems using emerging 

technologies [11]. ML methods are used to improve the 

cost management process in construction projects. In 

addition, the prediction has been used for the early design 

stage of building construction since cost estimates are 

important to project feasibility studies. It as well impacts 

on the final project’s success. Cost estimates provide 

significant information that can be used in project 

measurement and assessment. 

In addition, the Thai government is responsible for 

setting the standard cost pricing of each construction 

project [13]. The mistakes of the government’s decision 

could affect the bidding prices from bidders. Moreover, 

the bidding price directly affects the construction project. 

Thus, to determine a bidding price for a new project to 

sign a contract is such a difficult and responsible decision 

[10]. This is a point of the study, to use and develop the 

old data to improve the process and the conceptual 

framework shown in Fig. 2.  

 

Figure 2.  Conceptual framework. 

F. K-Nearest Neighbors 

KNN is a non-parametric method that has been used in 

classification and regression. 
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KNN has been successfully used for classification in 

many applications. This method measures the distance 

between items in a test set and each item in a training set; 

note that the K training set items are the KNN. After that, 

the test set items are classified according to the class of 

the most common among the KNN, and each neighbor is 

allowed to vote. (When there is a tie, all training set items 

that are not farther away than the Kth nearest neighbors 

are included in the voting process, so the total number of 

voters exceeds K.) A few researchers have considered the 

best way to measure the distance. Their approaches have 

included using global and local metrics; however, these 

metrics are problem-specific. So far, Euclidean distance 

has been the most widely used metric, where the distance 

between two points xr and xs is given by the square root 

of the sum (possibly weighted) of the squared distances 

over each co-ordinate [24]-[27].  

G. ML for Thai Government Procurement 

Above all, the Thai government procurement process 

has been successful in collecting and storing data in an 

electronic system [13], and it also has a procurement 

process management principle for construction projects 

[9]. Furthermore, the system could support emerging 

technologies, which tend to develop and build knowledge 

on the basis of prior data to solve existing problems and 

find benefits for organizations [21]. 

In addition, data collection from government research 

studies has revealed some unusual data. Thus, the Thai 

government agency in charge of procurement wants to 

develop and identify data anomalies to determine whether 

the collected data are sufficient to use for ML [21], [23]. 

III. RESEARCH METHODOLOGY 

The authors requested permission from the comptroller 

general’s department to collect data from the Government 

Procurement electronic system (e-GP). The required data 

are the information about all over-budget government 

projects in Thailand.  

Following the collection of the necessary data, the data 

were divided into two parts: 80% of the data were used 

for model training, and 20% of the data were used for 

model validation. The training data were analyzed using 

KNN and verified by a confusion matrix [28], [29].  

A. KNN Model Development 

The collected data need to be prepared in a CSV file to 

ensure that there is no missing value and unknown 

category. A computer program is necessary to perform 

KNN analysis. The computer program was written in 

Python language and ran on Anaconda software. Table I 

shows some codes. 

B. Verifying the KNN Model 

The KNN model was verified for its accuracy, 

precision, and recall by constructing a confusion matrix 

and using the following equations (1-3) [29]. 

Accuracy = (TP−TN)/TP−TN−FP−FN)          (1) 

Precision = TP/(TP−FP)                         (2) 

Recall = TP/(TP−FN)                            (3) 

where TP = true positive, TN = true negative, FP = false 

positive, and FN = false negative. 

TABLE I.  EXAMPLE CODE OF THE KNN MODEL 

Input import pandas as pd 

import seaborn as sns 

import matplotlib.pyplot as plt 

import numpy as np 

Input from sklearn.compose import ColumnTransformer, 

make_column_transformer 

from sklearn.preprocessing import OneHotEncoder, 

StandardScaler 

from sklearn.impute import SimpleImputer 

from sklearn.neighbors import KNeighborsClassifier 

from sklearn.pipeline import Pipeline, make_pipeline 

Input col_trans = 

make_column_transformer((OneHotEncoder(sparse=False, 

handle_unknown='ignore'), ['DEPT_NAME','Site_Loction', 

'REAL_METHOD_ID','Type of project']),) col_trans 

 
Accuracy is the ratio of the total number of correct 

classifications to the total number of predicted 

classifications, as calculated by a model. Precision is 

defined as the ability to obtain consistent results from 

repeated measurements. Precise values differ from one 

another because of random error, a type of observational 

error in information retrieval. In addition, Recall is the 

percentage of relevant documents that are successfully 

retrieved [30], [31]. 

C. Data Collection 

Table II shows that there are five attributes in input 

data collected from the traditional system of the Thai 

government. Each parameter has a different factor, 

depending on its definition. The location attribute has 72 

factors, including 72 cities in Thailand, where projects 

are being executed. The location attribute is one of the 

factors influencing construction cost estimation [28]. The 

department name attribute has 48 factors, including 48 

departments handling construction projects. A project 

owner is one of the stakeholders involved in cost 

management [14], [15]. The type of project attribute has 

three factors, including building roads and irrigation 

projects [16]. This attribute is an important factor that 

influences cost estimate and project budgeting [14]. The 

procurement method attribute has three factors, including 

the chosen bidding method and specific method. The 

procurement method is different for each country, but the 

goal is the same, i.e., to eradicate corruption [13]. The 

procurement method is a significant factor influencing a 

contractor’s cost [13], [16]. 

The case of projects attribute is the consideration of 

whether a project is under budget or over budget 

according to the Thai government policy. It has two 

factors. 
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IV. RESULT 

All the attributes were collected, including projects’ 

departments, construction site location, type of project, 

and methods of procurement. The most preferable 

procurement method for the Thai government is the 

specific method, which accounts for 86.85% of all 

procurement methods, as shown in Table III. 

TABLE II.  INPUT OF DATA 

Attributes Factor 
Location 72 

Department name 48 
Type of project 3 

Procurement method 3 

Case of project 2 

TABLE III.  METHOD OF PROCUREMENT  

Method of procurement Amount (projects) % 

Bidding 48 6.94 

Chosen 43 6.21 

Specific 601 86.85 

 

Most Thai government construction projects are road 

and building construction (Table IV) and Table V shows 

that under-budget projects account for 79.34%, whereas 

over-budget projects account for 20.66% of all data. The 

data were prepared in a data frame. In addition, the data 

should be preprocessed before being used with the ML 

algorithm, as shown in Table VI and Table VII. 

TABLE IV.  TYPE OF PROJECT  

Project type Amount (projects) % 

Building 299 34.97 

Road 281 35.84 

Irrigation 112 14.45 

TABLE V.  OVER-/UNDER-BUDGET PROJECTS 

Case of projects Amount (projects) % 

Under budget 549 79.34 

Over budget 143 20.66 

TABLE VI.  EXAMPLE OF DATA FRAME 
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D4 S1 B3 T1 30.00 28.70 30.00 1.29 No 

D1 S1 B2 T3 12.43 12.01 12.08 65.00 No 

D2 S1 B1 T1 13.32 12.28 13.29 1.01 No 
 

The data were split into two groups: training and test 

sets. The test set accounts for 20% of all data. The data 

were split into two groups: training and test sets. The test 

set accounts for 20% of all data. The KNN model 

achieves an accuracy of 0.8561, as can be seen in Table 

VIII. 

TABLE VII.  DATA OF SITE LOCATION 

Input df[['Site_Location']] 

Output 0 S1 

1 S1 

2 S1 

…. …. 

690 S1 

691 S1 

692 rows × 1 columns 

TABLE VIII.  ACCURACY OF MODEL TESTING FUNCTION 

Input pipe.fit(X_train, y_train) 

pipe.score(X_test, y_test)  

Output 0.8561151079136691 

 

The confusion matrix (Fig. 3) was used to calculate the 

model’s classification accuracy. The matrix showed that 

the model correctly predicted 119 of 139 cases (Table IX), 

outperforming another study that studied a student’s 

graduation year [32] and the number of true negatives and 

positives is shown in Table X. 

 

  Actual class 

  P N 

Predicted class P TP FP 

N FN TN 

Figure 3.  Confusion matrix. 

TABLE IX.  RESULTS FROM THE CONFUSION MATRIX 

Input metrics.confusion_matrix(y_test, predicted) 

Output array([[107,   4], 

           [ 25,   3]], dtype=int64) 

 

Similarly, the model’s precision can also be calculated 

using the confusion matrix. The precision of the model is 

0.8592 and can be seen in Table XI. The recall is the 

percentage of relevant instances that were retrieved [31]. 

A perfect recall score of 1.0 means that all relevant 

documents were retrieved by a search [33]. The recall 

value of the model is 0.9914, as shown in Table XI. 

According to test results, the model achieved an 

accuracy of 86%. The accuracy is similar compared with 

that of other studies in Table XII. However, the accuracy 

is high because of the relation of the input data, the 

normal behavior of contractor companies, and the 

abnormal work of government officers [34]. In the input 

data, the important attribute that improves the model’s 

prediction accuracy is the method of procurement 
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attribute [13], [16]. The Thai government has three 

procurement methods, and one of these methods was 

designed for small-scale projects, such as small buildings 

and reinforcement of concrete roads. The specific method 

was designed by the government for preferential 

contractors, whom the government could guarantee their 

capacity to complete projects in a short time. The benefit 

of this method is that constructed facilities would be 

provided to people in a shorter time than the bidding 

method. 

The precision can be divided into two cases (i.e., Yes 

and No cases), as shown in Fig. 4. For the first case, the 

Yes case, the model achieves a precision of 56%. The 

Yes case means that the model predicts the winner’s price 

is higher than both the standard price and budget during 

the bidding process. The accuracy of the Yes case 

decreases as the training data approach a “No” case. This 

is the main reason for the Yes case’s low accuracy. 

TABLE X.  NUMBER OF TRUE NEGATIVES AND POSITIVES PREDICTED 

Input predicted=pipe.predict(X_test) 

predicted 

Output array(['No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 

'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 

'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 

'No', 'No', 'No', 'No', 'Yes', 'No', 'No', 'No', 'No', 'No', 

'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 

'Yes', 'No', 'Yes', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 

'No', 'No', 'No', 'No', 'No', 'Yes', 'No', 'No', 'No', 'No', 

'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 

'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 

'No', 'Yes', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 

'Yes', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 

'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 'No', 

'No', 'No', 'No', 'No', 'No', 'No', 'No', 'Yes', 'No', 'No', 

'No', 'No', 'No', 'No'], dtype=object) 

TABLE XI.  ACCURACY OF MODEL TESTING FUNCTION 

Input  print(metrics.classification_report(y_test, predicted)) 

Output  precision recall f1-score support 

No 0.86 0.99 0.92 117 

Yes 0.75 0.14 0.23 22 

Accuracy   0.86 139 

Macro avg 0.80 0.56 0.58 139 

Weighted avg 0.84 0.86 0.81 139 

 

Therefore, government officers, as one of the factors 

influencing the procurement process, can be involved in 

several activities during the specific method as long as 

their activities are not being inspected and tracked [34]. 

However, there is a flaw in the procurement regulation 

that contributes to the government's poor image. The flaw 

is that this procurement method is suitable for only small 

projects (the project cost must be less than US$16,800). 

Furthermore, the government agency is the only one who 

can choose contractors directly without any complicated 

procedure. Although there is a department dedicated to 

project auditing, it cannot cover every single project. In 

the other study show that the government agency is one 

of important factor regarding corruption [35]. 

TABLE XII.  ACCURACY OF KNN MODELS 

No. Field of study Accuracy (%) 

1 Fingerprinting big data: the case of KNN graph 

construction [36]. 

78.9 

2 KNN-based knowledge-sharing model for 

severe change order disputes in construction 

[37]. 

93.82 

3 KNN model-based approach in classification 

[38]. 

90.41 

 

Accordingly, this suggests that more training data are 

needed to improve the model’s performance, and that the 

more data algorithm the learns, the more accurate it is at 

predicting the Yes case [16], [31]. 

For the second case, the No case, the model achieves 

an accuracy of 56%. The No case means that the model 

predicts the winner’s price is higher than the standard 

price but lower than the budget during the bidding 

process. 

 
Figure 4.  Table of precision. 

V. CONCLUSION  

The current study collected data from the traditional 

system of the Thai government. The data have four 

attributes: department name, site location, method of 

procurement, and type of project. The authors have 

developed an ML-based model for predicting over-budget 

projects. The accuracy of the developed model, which 

was developed with the KNN algorithm, was 0.86. 

The present study has demonstrated that some of the 

archaic data from the Thai government are sufficiently 

efficient for developing new technologies, such as ML. 

Although ML is a component of big data for analyzing 

large amounts of data, it has a progress goal. 

Finally, the present study can prove that even a small 

amount of data from the Thai government can be 

efficiently used by big data and ML techniques. 
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