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Abstract—This article explores methods for improving the 

quality of existing facial biometric recognition systems by 

fine-tuning the model on new data. It examines the overall 

framework reflecting the fundamental operating principle of 

the biometric identification security system, as well as the 

main approaches and methods for addressing this task using 

the Deep Neural Network (DNN) face detection method in 

OpenCV. A facial recognition software suite has been 

developed, which includes: a detection module, a head 

position determination module, a user identification module, 

an Access Control and Management System (ACMS) module, 

and a training module. Research on existing methods to 

enhance the accuracy of identification algorithms and 

systems has been conducted. An analysis of the increase in 

recognition rates after system fine-tuning for different times 

of day was performed. The results of the study showed that 

the developed module ensures high accuracy and reliability. 

The recognition rate increased by approximately 4–5% as a 

result of system fine-tuning. Additionally, it is worth noting 

that ACMS with facial recognition technology represents a 

powerful tool for educational institutions seeking to automate 

their attendance tracking processes. This step marks 

significant progress in applying advanced technologies to 

increase the efficiency and accuracy of attendance 

management.  
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I. INTRODUCTION 

In recent years, facial recognition has emerged as a key 

technology in the realm of security and access control, 

offering reliable and contactless methods for identity 

verification. In university campuses, where both security 

and convenience are paramount, facial recognition 

systems can significantly enhance protection by providing 

automatic building access and monitoring the presence of 

students and staff. However, despite advancements in this 

field, many facial recognition systems face challenges 

related to accuracy and reliability, particularly under 

varying lighting conditions, differences in poses and facial 

expressions, and image noise [1–3]. The aim of this article 

is to explore methods for improving the quality of existing 

facial recognition systems through fine-tuning the model 

on new data. Fine-tuning allows an existing model to be 

adapted to the specific conditions and requirements of the 

university, enhancing its ability to distinguish faces in real-

world scenarios. Introducing fine-tuning into an existing 

facial recognition system for university security can 

significantly boost its accuracy and reliability, thereby 

enhancing overall campus safety. This article discusses the 

process of model fine-tuning, from data preparation to 

integrating the updated model into the existing 

infrastructure. Special attention is given to methods of data 

collection and processing to ensure high-quality training 

datasets, as well as to the analysis of results before and 

after fine-tuning. The novelty of this research lies in the 

development of a new methodology for training and fine-

tuning a facial recognition model integrated with an 

Access Control and Management System (ACMS). This 

methodology includes a training module and an image 

database, updating the database and fine-tuning the model, 

and setting and subsequently adjusting the recognition 

threshold. This article presents both the theoretical 

foundations and practical aspects of implementing an 

enhanced facial recognition system. We also discuss 

potential challenges and propose solutions to overcome 

them, which will assist other educational institutions and 

organizations in adapting and improving their security 

systems. 

II. LITERATURE REVIEW 

Currently, the security of educational institutions plays 

a crucial role for several reasons: protecting students and 

staff, countering threats, maintaining reputation, and 

creating a conducive educational environment. With the 

advancement of technologies, the implementation of 

automated access control and management systems is 

becoming increasingly sought after. Many automated 

access control systems are being introduced, such as 

biometric methods and fingerprint-based access systems, 
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but these existing systems face numerous complexities that 

lead to time consumption. Thus, the implementation of 

facial recognition systems appears to be a more promising 

solution in this area. 

Rameswari et al. [4] discuss an efficient and modern 

algorithm called FaceNet. The access system using this 

algorithm employs face encoding to detect faces and eyes, 

which works effectively under varying light conditions. 

Facial recognition in attendance management systems 

represents an advanced technological solution aimed at 

improving and optimizing the attendance tracking process 

in various educational institutions and organizations.  

Jha et al. [5] propose a system that utilizes Haar cascade 

algorithms for face detection and recognition. Face 

detection algorithms identify and extract facial regions 

from input images or video frames, isolating the necessary 

facial details for further analysis. Subsequently, Local 

Binary Patterns Histograms (LBPH) face recognition 

algorithms compare these features with pre-registered 

faces stored in the system’s database, calculating 

confidence scores to determine the individual’s identity. 

The system has a user-friendly interface, allowing 

administrators to easily manage attendance records. They 

can easily add or remove students from the system’s 

database, access attendance reports, and track attendance 

data in real-time. The proposed attendance management 

system revolutionizes the traditional attendance tracking 

process by offering enhanced accuracy, efficiency, and 

security, as well as providing real-time monitoring and 

comprehensive attendance reporting capabilities [5, 6]. 

Abdulabas and Al-Shakarchy [7] propose a facial 

identification model based on a Deep Neural Network 

(DNN). The proposed method extracts spatial information 

available in the image, analyzes this information to derive 

essential features, and makes identification decisions 

based on these features. This model demonstrates 

successful and promising results, with an accuracy of 

99.5% (±0.16%) and a loss function value of 0.0308 on the 

Pins face recognition dataset for identifying 105 subjects. 

Many researchers are studying the process of biometric-

based recognition, making it a current and very complex 

task. The recognition stages for various systems include: 

scanning the input image (obtained from various sources) 

for human faces [8, 9], image segmentation (highlighting 

or defining faces) [10–13], and recognition (applying 

various computer vision algorithms) [14–22]. 

Each stage of recognition is currently being deeply 

studied by researchers. For example, Wang [13] addresses 

the problem of object detection and segmentation from 

video streams and individual images. The work presents 

image classification based on the scene (environment of 

the recognizable object), semantic segmentation, face 

analysis, and group analysis. Recognizable images are 

represented pixel-by-pixel, and Convolutional Neural 

Networks (CNNs) and highly efficient forward and 

backward propagation algorithms are applied for their 

recognition. 

The segmentation stage is also a very complex task. 

Computer vision allows for object detection and 

recognition. Facial recognition is based on matching and 

combining sets of key points, forming a set of 

classifiers  [14]. Approximately 6000 classifiers are 

required for overall face recognition (each classifier 

corresponds to a specific facial feature), making the task 

of computer vision very “costly.” Many researchers aim to 

simplify and ease the recognition process. In the work by 

Hiramatsu et al. from Brazil [15], a method for face 

detection and tracking using a single camera is presented. 

Based on a matrix of classifiers, a cascade selection of the 

most “significant” classifiers was performed, reducing the 

number of iterations and increasing the performance of 

real-time face detection from a video stream. 

Many researchers use the technique of comparing a face 

to a “template”. Robertson et al. [16] show that Facial 

Recognition Systems (FRS) use template matching to 

compare two faces and generate a similarity score 

reflecting the degree of their resemblance. More modern 

recognition methods involve Convolutional Neural 

Networks (CNN), but issues arise even with this approach. 

It is generally assumed that CNNs are invariant to small 

image transformations, either due to their convolutional 

architecture or because they have been trained using data 

augmentation (artificial generation of new data based on 

existing ones). Azulay and Weiss [17] demonstrated that 

the convolutional architecture does not ensure invariance, 

as it ignores the classic sampling theorem, and data 

augmentation does not provide invariance because CNNs 

learn to be invariant only to transformations for images 

that are very similar to typical images from the training set. 

The authors presented two possible solutions to this 

problem: smoothing intermediate representations and 

increasing the data volume, showing that they provide only 

partial solutions at best. 

Typically, a facial recognition system is a software-

hardware complex for automatic verification or 

authentication of identity using a digital image. When 

solving the problem of facial recognition on two-

dimensional images, another important factor plays a role 

—the angles of facial projection that arise during 

photographing [18]. 

Sarraf and Kabia [19] showed that improved feature 

extraction from images is achieved using an “attention 

mechanism,” which allows computer vision models to 

extract essential features related to the type of object 

location, resulting in improved recognition quality. 

Another solution to the recognition problem is to 

represent images as evenly spaced pixel arrays and 

convolve highly localized elements [20]. In this work, 

images are presented as semantic visual tokens, with 

transformers launched for dense modeling of token 

relationships during image processing, enabling the 

sensible processing of various parts of the image 

depending on the “scene”. 

He et al. [21] proposed the Region Generation and 

Assessment Network (RGANet) for effective human body 

region detection and important area highlighting. In the 

proposed RGANet, the authors developed a Region 

Generation Module (RGM) that uses a pre-trained 

Contrastive Language-Image Pre-training (CLIP) to 

determine human body regions’ locations using semantic 
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prototypes extracted from textual descriptions. Serbetci 

and Akgul [22] use Binary Neural Networks (BNN) to 

learn binary hash codes for efficient person Re-

Identification (ReID). In their research, the authors 

proposed solving the gradient mismatch problem by 

developing a multi-branch ensemble model consisting of 

multiple weakly learned hash codes. Specifically, the 

authors’ proposed structure combines gradients from 

multiple branches, allowing for better gradient 

approximation and network ordering. By combining the 

efficiency of BNN and hash code learning, the authors 

achieved an efficient ensemble model that is effective in 

both feature extraction and ranking stages, showing that 

the proposed model outperforms the traditional BNN 

ensemble by more than 7%, being nearly 10 and 2 times 

more efficient in terms of CPU consumption and memory 

volume, respectively. 

Thus, many researchers study recognition issues, but 

there are still insufficient studies that consider the problem 

comprehensively for a specific security system or 

corporate information system. This work examines the 

functioning of a facial recognition system from building a 

person’s template based on existing biometric 

characteristics, fine-tuning, and ultimately updating the 

template for recognition and integrating the recognition 

module with the institution’s security system and the entire 

corporate system of the institution. 

III. MATERIALS AND METHODS 

The overall functioning scheme of the “Safe University” 

system is presented in Fig. 1. 

 

 

Fig. 1. Operational diagram of the “Safe University” system. 

The implemented system, based on the given scheme, 

uses a regular IP camera with a frame rate of up to 24 

frames per second, a resolution of 1920×1080 pixels (Full 

HD), and a fixed focus (stationary). This is standard 

equipment capable of transmitting sufficiently high-

quality images for most facial recognition tasks. A 

stationary camera can provide detailed images if it is 

properly installed and configured. Key factors include 

lighting, distance to the subject, viewing angle, and 

resolution. In your case, with a resolution of 1920×1080, 

the camera will be able to capture faces at a certain 

distance with enough detail for recognition. The closer the 

subject is to the camera and the better the lighting, the more 

details will be captured in the image. 

According to the provided scheme, the image array is 

fed into the facial recognition module (IR), where 
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detection, head position determination, face area 

extraction, and recognition are performed. The image array 

is a continuous stream of data (images) from the camera. 

According to the scheme, the original image is sent to the 

facial recognition module (IR), where detection takes 

place. This model is only used in indoor environments, for 

access control systems with turnstile throughput of up to 2 

seconds. 

According to the presented diagram, the initial image is 

fed into the face recognition module (IR), where detection 

is performed. The face detection methods used include: the 

Haar cascade face detector in OpenCV [23], the DNN face 

detector in OpenCV [24–26], the HoG face detector in 

Dlib [27, 28], and the deep learning-based face detector in 

Dlib (the Max-Margin Object Detection (MMOD) 

method) [29, 30]. 

As a result of testing the presented methods, based on 

the available images, the DNN detector demonstrated an 

advantage, as it showed the highest accuracy, noise 

resistance, and the lowest time costs. 

Next, head position determination methods and face 

vector formation methods are applied for identification. 

All candidates who pass identification are valid for the 

ACMS system and gain access, but for security systems, it 

is important that the recognition rate is sufficient for 

reliable identification. In the described system, the 

minimum recognition rate sufficient for identification is 

69%. 

Our research explores the possibility of system fine-

tuning when the initial data quality is poor (e.g., blur, 

noise, opacity, etc.). The addition of photos is carried out 

from images obtained during identification in the system, 

or the system operator can upload images, which increases 

the recognition rate. 

Upon successful identification, data about passages are 

recorded in the ACMS, and data on how identification 

occurred (via access card or IR system) are saved. For 

convenience, passage data is displayed in the employee’s 

personal account, and data on department employees is 

displayed in the head of the structural department’s 

personal account. 

Let us consider in more detail how the face recognition 

module (IR) works. 

Facial recognition using DNN involves several stages, 

starting from image preprocessing to face classification or 

verification. In this work, the DNN method is considered 

a key approach to improving the accuracy and reliability 

of the facial recognition system within a university 

campus. DNN effectively adapts the model to specific 

conditions, such as changing lighting, various facial poses, 

and expressions, due to its ability to learn from large 

datasets and identify complex patterns [31]. It provides 

high processing speed and recognition accuracy, which is 

critical for real-time tasks such as access control and 

attendance monitoring [1]. The choice of DNN is justified 

by its adaptability, noise resistance, and ability to be 

retrained on new data, allowing the “Safe University” 

system to remain reliable and efficient even in changing 

conditions. 

The main stages of face recognition using DNN are 

presented in Fig. 2. 

During the image preprocessing stage, normalization 

and data augmentation are performed. The normalization 

step includes resizing images, aligning them to the center 

of the face, and normalizing pixel values. Data 

augmentation is used to increase the diversity of the 

training set (through rotations, reflections, brightness and 

contrast adjustments). 

 

 

Fig. 2. The flowchart of the proposed DNN model. 
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The next stage, feature extraction of the facial image, is 

performed using a Convolutional Neural Network (CNN). 

Convolutional layers apply filters to the image to highlight 

features such as edges, corners, and textures. 

Let III be the input image, KKK be the filter, and 

O(i,j)O(i,j)O(i,j) be the output element, which is computed 

as: 

𝑂(𝑖, 𝑗) = (𝐼 ∙ 𝐾)(𝑖, 𝑗) = ∑ ∑ 𝐼(𝑖 + 𝑚, 𝑗 + 𝑛)𝑁−1
𝑛=0

𝑀−1
𝑚=0 ∙

𝐾(𝑚, 𝑛)                            (1) 

where M, N-filter sizes [32]. 

As an activation function, ReLU (Rectified Linear  

Unit) [33] is used, which adds nonlinearity to the model 

and helps in learning more complex dependencies. 

The next stage is the pooling layer, which reduces the 

dimensionality of the data while preserving important 

features. For example, max pooling selects the maximum 

value in each subregion of the image. 

The ReLU function is defined as [34]: 

 𝑂(𝑖, 𝑗) = 𝑚𝑎𝑥𝑚,𝑛𝐼(𝑖 + 𝑚, 𝑗 + 𝑛) (2) 

After several such layers (convolutional, activation, and 

pooling), the data passes through a fully connected layer. 

Fully connected layers integrate all extracted features, and 

each neuron in this layer is connected to all neurons in the 

previous layer, allowing the model to make decisions 

based on all available data [35]. 

Finally, the result is processed in the output layer, which 

provides the final classification result. For the face 

recognition task, this can be either face identification or 

verification, determining whether the given face  

matches a known face in the database. The output layer 

 typically uses the softmax activation function for  

classification [32]: 

 𝑦𝑖̂ =
𝑒𝑧𝑖

∑ 𝑒
𝑧𝑗

𝑗
  (3) 

where yi—predicted class probabilityi, zi—assessment 

value. During the training of the model, the 

backpropagation algorithm is used to minimize the loss 

function, such as cross-entropy [36]: 

 𝐿(𝑦, 𝑦̂ ) = − ∑ 𝑦𝑖𝑙𝑜𝑔 (𝑖 𝑦𝑖) (4) 

where y—represents the true labels and ŷ—represents the 

predicted probabilities. Finally, the gradients of the loss 

function with respect to the weights and biases are 

computed and updated using the gradient descent method. 

Thus, the cross-entropy loss function is used for 

training, and its minimization is carried out through 

backpropagation and gradient descent, allowing the DNN 

model to effectively classify the input data. During system 

fine-tuning, face vectors obtained from processing new 

face images are added to the database. The following 

methods are employed: head pose estimation and 

Euclidean distance method. 

The head pose estimation method involves several 

stages. First, the input image is converted to grayscale for 

simplification, then faces are detected in the image using a 

face detector. For each detected face, a key point predictor 

identifies characteristic points such as the corners of the 

eyes and mouth, the tip of the nose, and the chin. These 

points are used to solve the head pose estimation problem 

using the cv2.solvePnP function [37], which computes the 

rotation vector and translation vector. The obtained data is 

converted into Euler angles (pitch, yaw, and roll), 

characterizing the head orientation relative to the camera. 

Fig. 3 illustrates the coordinate system used in the pose 

estimation process. The camera’s X-axis points to the 

right, the Y-axis points downward, and the Z-axis points 

forward. 

By integrating these steps, the system can accurately 

determine the orientation of a person’s head relative to the 

camera, enhancing the robustness and accuracy of the 

facial recognition process. 

 

 

Fig. 3. Determining head position [37]. 

The points expressed in the world coordinate system 

𝑋𝑤  are projected onto the image plane  (𝑢, 𝑣)  using the 

perspective projection model П and the camera’s intrinsic 

parameter matrix.  
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In mathematical terms, the relationship between the 3D 

world coordinates and the 2D image coordinates can be 

expressed as [37]: 

 [
𝑢
𝑣
1

] = 𝐴Пс𝑇𝑤 [

𝑋𝑤

𝑌𝑤

𝑍𝑤

1

] (5) 

[
𝑢
𝑣
1

] =  [
𝑓𝑥 0 𝑐𝑥

0 𝑓𝑦 𝑐𝑦

0 0 1

] [
1 0
0 1
0 0

   0 0
   0 0
   1 0

] [

𝑟11

𝑟21

𝑟31

0

  𝑟12

  𝑟22

  𝑟32

0

  𝑟13

  𝑟23

  𝑟33

0

  𝑡𝑥

  𝑡𝑦

  𝑡𝑧

1

] [

𝑋𝑤

𝑌𝑤

𝑍𝑤

1

] 

The estimated pose, therefore, consists of the rotation 

vectors (rvec) and translation vectors (tvec), which allow 

transforming a three-dimensional point, expressed in the 

world frame, into the camera frame: 

 [

𝑋𝑐

𝑌𝑐

𝑍𝑐

1

] = [

𝑟11

𝑟21

𝑟31

0

𝑟12

𝑟22

𝑟32

0

𝑟13

𝑟23

𝑟33

0

𝑡𝑥

𝑡𝑦

𝑡𝑧

1

] [

𝑋𝑤

𝑌𝑤

𝑍𝑤

1

] (6) 

Next, face vectors are formed and identity is determined 

based on the Euclidean distance method [38–40]. The 

Euclidean distance method is used to measure the 

“straight-line” distance between two points in a 

multidimensional space. In two-dimensional space, this 

distance can be represented as the length of the segment 

connecting the two points. The rule for this method is as 

follows: the closer the distance between two points, the 

higher the likelihood that these points belong to the same 

class or cluster, and conversely, the greater the distance, 

the lower this likelihood. 

To determine the recognition accuracy percentage, a 

simple approach is used. A threshold value of Euclidean 

distance is set, below which two points are considered to 

belong to the same class. Then, the proportion of correctly 

classified points relative to the total number of points is 

calculated and multiplied by 100%, determining the 

recognition accuracy percentage. 

All these methods are considered for integration with a 

turnstile system. In our case, we consider the Perco-S-20 

access control system. Data from the Perco-S-20 database 

is used for identification and integrated with the corporate 

system, particularly with the Employee Time Tracking and 

Student Attendance System (Fig. 1). Turnstile systems 

with facial recognition terminals represent an effective 

means of access control. Their operation is based on a 

simple yet effective principle: facial images are entered 

into a database and linked to the corresponding user 

accounts. Additionally, all data from the turnstile system 

is transmitted to the corporate system and user personal 

accounts. The functioning of the facial recognition system 

begins with building a person’s template based on the 

available biometric samples, most commonly using two-

dimensional images or unpacked frames from a video 

stream [30]. 

In this article, a dataset obtained under certain 

conditions is used to solve the face recognition problem. 

Primary facial images were collected considering the 

factors presented in Table I. 

TABLE I. FACTORS AND THEIR PERMISSIBLE VALUES 

Factor 
Value 

Minimum value Maximum value 

Distance to head it is 
determined by the technical 

specifications of the camera 

0.5 m 4 m 

Head angle along all axe 0% 10–15% 

Lighting 250 lux No limit 

Camera resolution 600×800 px 1920×1800 px 

 

All images were pre-annotated, meaning each image 

was assigned labels that allow the facial recognition 

system to identify key features of the given image used 

during training. The annotation includes marking key 

facial points and defining its boundaries [41, 42]. 

IV. RESULT AND DISCUSSION 

To deploy the Face ID recognition system, a 

comprehensive infrastructure was prepared, which 

includes: server equipment, initial employee identification 

points, the Perco-S-20 access control system, cameras 

integrated with the ACMS, and the developed software 

suite (Table II).  

TABLE II. DESCRIPTION OF FACE ID RECOGNITION SYSTEM 

COMPONENTS 

№ Name Description 

1 

Access 

Control 
System 

equipment 

(ACS) 

Camera specifications: Video camera type: dome, 

Standard: HD-CVI, Maximum resolution: 
1920x1080, 2.0 MP, Matrix type: CMOS 1/2.7, 

Min. focal length: 2.8 mm, Lens: fixed focus, Video 

codec support: H.264, H.264+, H.265, H.265+. 
Power type: PoE, from an adapter. 

Turnstile specifications: Model PERCo-CT01 is a 

three-bar stainless steel turnstile with a compact 
design, designed for access control. Supports one-

way and two-way passage, operates in standalone 

mode or as part of an access control system. It has 
protection against unauthorized access and 

automatic unlocking in emergency situations. ACS 

characteristics: PERCo-S-20 - hardware and 
software access control system to ensure security at 

enterprises, offices, educational institutions and 

other facilities. Includes controllers, readers, 
electromechanical locks, turnstiles and software for 

access control, timekeeping and event monitoring, 

Database: Firebase 

2 
Server 

equipment 

Server characteristics: AMD EPYC 7452 32-Core 

Processor, Video adapter: RTX 2070 8GB, SSD 

1Tb. The server has the necessary software for 
image processing and analysis installed Ubuntu 

Linux (64-bit), OpenCv 4.5, Nvidia Drivers for 

Cuda 10 

3 

Points of 

primary 
identification 

of employees 

Primary identification points are created to form a 
person template; each point is equipped with a 

camera and a TV (Fig. 4). The camera works in real 

time to fill the database (DB) with a set of 64 photos 
for further recognition 

4 
Software 
package 

The software includes facial recognition algorithms 
trained on constantly updated images of visitors 

 

We have developed a multi-threaded facial recognition 

system (IR) based on several recognition algorithms: 

detection algorithms, head pose estimation algorithms, and 

image lighting analysis algorithms. These algorithms 

ensure high accuracy (from 60% to 96%) and recognition 
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speed (from 70 ms to 125 ms) and can adapt to various 

lighting conditions and camera angles. The permissible 

head position (tilt angle) is 10% both vertically and 

horizontally. If the head position exceeds this threshold, 

the face does not pass the recognition module and is 

ignored. Additionally, minimum lighting parameters must 

be met - in our case, artificial lighting is used. 

During testing, approximate lighting boundaries were 

determined, more than 300 lux. If the illumination is below 

this threshold, the face detection model may work less 

effectively or even stop working altogether due to 

insufficient light for proper face recognition. 

The developed facial recognition software suite consists 

of: a detection module, a head pose estimation module, a 

user identification module, an Access Control and 

Management System (ACMS) module, and a training 

module. A client-side web application has also been 

developed. 

 

 

Fig. 4. Primary identification point. 

• Detection Module: This module searches for the 

nearest face, determines the distance to the face, and 

captures the Region of Interest (ROI). In 

Algorithm  1, a fragment of the FaceService file (face 

detection and distance to it) is shown. The code is 

available on request. 
 

Algorithm 1. Pseudocode of the detection module 

imageBlob = cv2.dnn.blobFromImage( 

 cv2.resize(frame, (300, 300)), 1.0, (300, 300), 

 (104.0, 177.0, 123.0), swapRB=False, crop=False) 

detector.setInput(imageBlob) 

detections = detector.forward() 

faces = self.get_list_face(detections, [w, h, w, h]) 

LPaint: List[FacePaintItemDto] = [] 

self.faceCommand = FaceCommand( 

False, “unknown”, 0.99, “unknown”) 

for _, box in faces.items(): 

 color = (7, 193, 255) 

        fontcolor = “#ffc107” 

        (startX, startY, endX, endY) = 

CoordinateDto.modify(box) 

face = frame[startY:endY, startX:endX] 

 (fH, fW) = face.shape[:2] 

self.last_coordinates = CoordinateDto( 

fW, fH, startX, startY, endX, endY) 

if fW < 20 or fH < 20: 

continue 

# NOTE: Дистанция до лица 

Dconst = (220 * 100) / 20 

distance = (20 * Dconst) / (fW == 0 and 1 or fW) 

        distance_text = “{:.2f} метров”.format( 

                                distance / 100) 
 

The detection module’s output is illustrated in Fig. 5. 

 

 

Fig. 5. Result of executing “detection module”. 

• Head Pose Estimation Module: Determining the 

vertical and horizontal position of the head based on 

the region of interest. The module is necessary for 

identifying the intention to enter, i.e., a direct gaze at 

the camera with a 10% tolerance. It determines the 

head position in 3D space, as shown in Algorithm 2. 

 

Algorithm 2. Pseudocode for the head position 

detection module. 

def get_head_pose_estimation (self, dto: 

ImageProcessingFpeDto): 

        “““ 

         Attributes 

        img:numpy array 

        Resturns 

        image 

        “““ 

        blink = False 

        size = dto.frame.shape 

gray=cv2.cvtColor(dto.frame,cv2.COLOR_BGR2G

RAY) 

        shape = None 

        try: 

rects = dto.detector(gray, 0) 

for rect in rects: 

shape = dto.predictor(gray, rect) 

shape = np.array(face_utils.shape_to_np(shape)) 

        except: 

            return (dto.frame, -99, -99, -99, False) 

Journal of Advances in Information Technology, Vol. 16, No. 1, 2025

150



        if shape is not None: 

            image_points = np.array([ 

                (shape[33, :]), 

                (shape[8, :]), 

                (shape[36, :]), 

                (shape[45, :]), 

                (shape[48, :]), 

                (shape[54, :]) 

            ], dtype=“double”) 

            focal_length = size[1] 

            center = (size[1]/2, size[0]/2) 

            camera_matrix = np.array( 

                [[focal_length, 0, center[0]], 

                    [0, focal_length, center[1]], 

                    [0, 0, 1]], dtype=“double”) 

            dist_coeffs = np.zeros((4, 1)) 

            (_, rotation_vector, translation_vector) = 

cv2.solvePnP(self.model_points, 

image_points,  

camera_matrix,  

dist_coeffs,  

flags=cv2.SOLVEPNP_ITERATIVE) 

rvec_matrix = cv2.Rodrigues(rotation_vector)[0] 

proj_matrix = np.hstack((rvec_matrix, 

translation_vector)) 

eulerAngles = 

cv2.decomposeProjectionMatrix(proj_matrix)[6] 

pitch, yaw, roll = [math.radians(_) for _ in 

eulerAngles] 

pitch = math.degrees(math.asin(math.sin(pitch))) 

roll = -math.degrees(math.asin(math.sin(roll))) 

yaw = math.degrees(math.asin(math.sin(yaw))) 

if dto.draw_cube == True: 

dto.frame = self.draw_annotation_box( 

dto.frame,  

points = image_points,  

rotation_vector = rotation_vector,  

translation_vector = translation_vector, 

camera_matrix = camera_matrix,  

dist_coeffs = dist_coeffs, 

color= (128, 255, 128)) 

return (dto.frame, pitch, roll, yaw, blink) 

else: 

return (dto.frame, -99, -99, -99, False) 
 

• User Identification Module: Matches detected faces 

with those stored in the database. 

• ACMS Module: Integrates with the Perco-S-20 

system to manage and control access. 

Algorithm 3 shows a fragment of the FaceSignHandler 

file (which opens the passage for the specified turnstile 

controller). 
 

Algorithm 3. Pseudocode for the ACS module 

class FaceSignCommand(): 

    def __init__(self, index: int, controller): 

self.index= index 

self.controller = controller 

@mediatr.handler 

class FaceSignCommandHandler(): 

    def handle(self, request: FaceSignCommand): 

        if request.controller is not None: 

answer= r.post(“%sData/ExecuteData” % 

(settings_provider.settings.percoservice), 

data={ 

‘commandpath’:request.controller.commandpath, 

‘devicename’:   request.controller.devicename, 

 ‘typename’:     request.controller.typename 

} 

) 

if str(answer.status_code) != “200”: 

print( 

bcolors.FAIL + str(“ * [ERROR] %s” % 

(answer.reason)) + bcolors.ENDC) 

return answer.status_code 
 

• Training Module: Continuously improves the model 

by learning from new data. 

Head position detection module. Determination of the 

vertical and horizontal position of the head in the area of 

interest. The module is needed to determine the login 

intent, i.e., a direct look at the camera with 10% tolerances 

determines the position of the head in 3-dimensional space 

(Table III). 

TABLE III. FACTORS AND THEIR PERMISSIBLE VALUES 

№ State Image 

1 
Conditions met, 

identified 

 

2 
Conditions met, 

not identified 

 

3 

The head tilt 

angle along the 
axes is not 

acceptable, the 

identification 

model will not 

be used  

 

The region of interest is transformed into a format 

suitable for the input of the trained model (vector), and the 

model outputs a possible person and a match percentage. 

The match percentage should not be less than 70%. It is 

crucial that the identification process is sufficient for real-

time operation, meaning the time taken to process a single 

frame should be no longer than the time between frame 

changes. For example, if the camera provides a video 

stream at 8 frames per second, the maximum time for 

image processing should be ~125 ms. The higher the frame 

rate, the less time is available for processing each frame; 

otherwise, the recognition process starts lagging and 

“working in the past”. 

To address this problem, we moved image (matrix) 

calculations from the central processor to the graphics 
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processor using CUDA technology. We used CUDA 

technology to perform and parallelize calculations on the 

server’s video adapter (RTX 2070). In implementing the 

system, we did not develop our own parallel computing 

methods but used the capabilities offered by CUDA and 

libraries that work with this technology (OpenCV, Dlib). 

As a result, the recognition speed was accelerated by an 

order of magnitude: CPU: 1–2 fps vs. GPU: 9–10 fps. 

In addition to the time spent on processing within the 

system, the response time from external systems, such as 

the ACMS turnstile system, must also be considered. 

According to our calculations, the operations of opening 

the turnstile, recording passage data, and receiving a 

response take an average of 2–4 s. Based on the above, we 

assume that the adequate time for the entire process from 

the camera to recording the passage in SPortal should be 

no more than 2 s (Fig. 1). 

The ACMS module is implemented as an integration 

with the university’s access control system API. It includes 

the following operations: getting the turnstile status and 

opening/closing the passage. 

The training module organizes work with the image 

database for training and fine-tuning the recognition 

model. Currently, the database contains 25,008 “raw” 

images (413 employees and students, as the system is in 

the testing phase, and not all employees and students can 

use FaceID due to server capacity limitations). Only “new” 

images are used for fine-tuning the recognition model, as 

“old” ones are marked as previously trained in a separate 

table. Fine-tuning is only performed for those employees 

whose average recognition threshold is below 70% (the 

recognition percentage can be seen in Fig. 6). As a rule, 

adding new images positively impacts recognition 

accuracy. 

Let’s consider the change in recognition quality using 

one employee as an example. It is important to understand 

that during recognition, we do not seek the highest possible 

percentage but check the acceptable threshold of 70%. If 

the percentage is consistently below 70%, fine-tuning is 

performed. The system can also choose the recognized 

face with the minimum threshold, but fine-tuning affects 

the frequency of achieving the minimum threshold. 

Several new images from the camera installed and 

integrated with the ACMS were added to the initial 

images. 
 

 
a) 

 
b) 

 
c) 

 
d) 

Fig. 6. a) initial set of images in the database (64 photographs); b) initial 

recognition result 68%; c) additional training of the system - adding 
several photos to the database; d) recognition result after additional 
training 73% 

An example of positive fine-tuning is shown in Fig. 6, 

where the recognition percentage increased by ~4–5%. 

By analyzing the data on passages, we can observe how 

the recognition rate changes depending on different times 
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of the day (morning, afternoon, and evening), which 

corresponds to the operational schedule of the educational 

institution. Passage data for employees was collected from 

7:00 AM to 9:00 PM, as educational institutions do not 

operate at night. The system can be used for institutions 

with nighttime operations, provided there is additional 

lighting. The total number of passages for one employee 

over a period of 6 months was 254.  

Fig. 7 shows how the recognition percentage changed as 

a result of system fine-tuning for different times of the day. 

It is evident that under daytime lighting, even before 

fine-tuning, the recognition percentage was slightly higher 

than with additional artificial lighting (morning and 

evening). Fine-tuning the system after adding 12 images 

from the camera integrated with the ACMS improved the 

recognition percentage regardless of the time of day by 

almost 30%. 

To integrate the access control system with the existing 

information system of the university, a web application 

“Employee Passes Through the Access Control System” 

was developed, which allows you to visualize for each 

employee his passes using a card or biometric 

identification, the date, time and place of the pass, as 

shown in Fig. 8. 

 

Fig. 7. Diagram of improvement in recognition percentage after 
additional training of the system. 

At the moment of passing through the turnstile, the 

system analyzes the access rights of each employee and 

makes a decision to allow or deny passage. In this case, 

each event is registered in the system database indicating 

the time of passage. The web application also displays how 

the employee has been identified using Face ID  

or a card . 

 

 

Fig. 8. Example of displaying data on an employee’s passage. 

The electronic authentication system we have 

developed is aimed at improving the overall security of the 

organization and convenience for employees and students. 

To evaluate the developed system, several similar 

solutions are analyzed in Table IV, which examines the 

methods, limitations, and advantages of each. 

TABLE IV. COMPARISON BETWEEN EXISTING AND PROPOSED 

APPROACH 

Link Method Limitations Advantages Result 

[43] 
PCA–LGBPHS 
PCA–GABOR 

Wavelets 

Illumination 

condition 
Complexity 95% 

[44] GW-LDA 
High 

processing 

time 

Illumination 
invariant and reduce 

the dimensionality 

88.12% 

[45] 
CNN–LSTM–

ELM 

High 

processing 
time 

Automatically learn 

feature 
representations 

90.60% 

Proposed 

Approach 
DNN 

System 

response 
time from 

70 ms to 

125 ms 

Lighting invariance, 

various poses and 
facial expressions, 

the ability to further 

train the system 

93.54% 

 

V. CONCLUSION 

Methods have been developed to improve the quality of 

face recognition by retraining the model on new data, 

which made it possible to adapt an existing model to the 

specific conditions and requirements of the university, 

improving its ability to distinguish faces in real scenarios. 

A software package with a recognition module for 

institutional security systems integrated with access 

control systems has been developed. The database of 

primary images was supplemented with images from 

cameras of the “Safe University” system to increase the 

recognition percentage; as a result of additional training of 

the system, it increased by ~4–5%. 

Various lighting conditions and shooting angles were 

also considered, which influenced the increase in the 

percentage of identification satisfying the condition of 

more than 70% and the number of such identifications 

increased by more than 17%. 

The trained model was optimized for fast and accurate 

operation on server hardware, which provided recognition 

speeds from 70 ms to 125 ms. After completion of training 

and additional training, the developed system was tested 

on more than 1000 university employees and visitors. 
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