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Abstract—The face is the main component in the human body 

to be considered in the physical world as it is read to know 

the feelings of someone, in the same way in computer vision 

its detection and its landmark localization are pivotal for 

applications spanning from facial recognition to emotion 

analysis and augmented reality. Existing datasets in this 

domain lack diversity especially, in terms of occluded faces, 

particularly those obscured by medical masks or niqabs. 

Moreover, a majority of images were captured in controlled 

environments with limited variations in pose and lighting. 

This paper addresses this gap by focusing on occluded face 

images and localizing five crucial landmarks or key points 

(eyes, nose, and mouth corners) of the face. The Niqab dataset 

was substantially enhanced with the addition of 11,000 

images to the ENiqab-V1 dataset, predominantly featuring 

faces with 80 to 100% occlusions. Four deep learning models, 

three particularly belong to the same domain with high 

accuracy and one is a general object detection model, namely 

MediaPipe, face.evoLVE, TorchLM, and YOLOv5, were 

subjected to transfer learning over the ENiqab-V1 dataset. 

The goal is to perform a comparative analysis of the models 

and suggest future guidelines for potential accuracy 

improvement through fine-tuning. The models were 

evaluated based on accuracy and Mean Square Error (MSE), 

yielding accuracies of 48.56%, 59.62%, 52.8%, and 52.7%, 

and Mean Squared Errors (MSEs) of 0.78, 0.59, 1.2, and 0.85, 

respectively. The comparative analysis shows that 

face.evoLVE has the highest accuracy but for facial 

landmark localization over heavily occluded face images we 

suggest the general object detection model YOLOv5 due to 

its potential for optimization in terms of accuracy. 

Keywords—object detection, facial landmarks, heavily 

occluded face, deep learning 

I. INTRODUCTION

The objects (detection and classification or recognition) 

in human vision is a trivial task. A two-year-old child can 

instantly recognize tens of objects in an image 

effortlessly [1]. The task of object recognition is very hard 

to accomplish with computer vision; it requires the 

processing of highly dense data with expensive 

computation resources and through intelligent algorithms. 

Computer vision has a vital role and delivers remarkable 

outcomes in artificial intelligence. Computer vision 

enables to understand the digital images and videos [2] The 

development of smart methods based on deep learning 

models and computer vision, the computer can accurately 

detect and classify objects and respond accordingly to 

what they visualized [3]. The main aim of this study is on 

face detection and facial landmark localization of highly 

occluded faces, which is a sub-field of object detection and 

is considered as a single instance of object detection [4]. 

The computer vision-based face detection and facial 

landmarks localization starts from the low-level phase an 

image is acquired from a digital camera or video frame and 

delivered to the pre-processing stage. After pre-processing, 

the features are extracted either with hand-engineered 

design as in traditional machine learning techniques, or 

selected and extracted automatically and learned via deep-

learning and convolutional neural networks [5]. The 

obtained results based on features are used for the 

detection and classification of objects. The classification 

area is used to classify different objects according to their 

class for segmentation or recognition while the detection 

of an object is further analyzed based on interest in face 

detection, face landmarks are detected and face alignment 

has been made for further elicitation of knowledge. The 

final output is in the form of extracted information such as 

face identification, emotion detection, or drowsiness 

detection based on some key points suitable or acceptable 

in that particular area of interest [6]. Further, Fig. 1 

specifies the research focus area. 
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Fig. 1. Research area categorization. 

The area of facial landmarks localization has shown 

considerable improvement in the last decade, however, the 

area has much more space in terms of accuracy for the 

situation in which the faces are covered or densely 

occluded due to masks (Medical health issues like recent 

compulsion in COVID-19) and Niqab (Religious or 

cultural norms of some traditions, civilizations, and 

religions). Face analysis-related research starts from its 

detection to localization of its landmarks, all having 

associated challenges due to the following factors: 

Additional face components: Faces are covered with 

additional components like a beard, mustache, sunglasses 

or sight glasses, masks, and niqab. In addition, they are 

frequently changing from face-to-face and gender to 

gender [7]. Some of these components are: 

1) Face posture: The face position or posture has 

variation, some face images are in frontal posture 

while some are half profile and in back position. 

All these variations make the task of face 

detection challenging [8]. 

2) Expression: Human expressions directly appear 

on the face or one may know the human 

intentions from his/her facial expressions which 

may be happiness, sadness, aggression, normal, 

and worry. These expressions change the face’s 

appearance in various degrees and make it more 

complex for detection [9–11]. 

3) Size, illumination, and orientation: The size of 

faces varies according to age and gender, poor 

light conditions are also a hindrance while the 

orientation may also change from image to image 

or frame to frame. These factors always play a 

key role in the disturbance of accurate face 

detection [12–16]. 

4) Face with partial and full occlusion: The face is 

sometimes partially occluded with the face 

additional components like hair, glasses, etc., 

while fully occluded due to face masks and Niqab. 

In some cases, no key point or landmark is 

available [17–19].  

The underlying study focuses mainly on addressing all 

these issues to accurately localize the face landmarks as 

shown in Fig. 2. 

 

 
Fig. 2. Facial Landmarks highlighted in face covered with mask or 

niqab. 

II. LITERATURE REVIEW 

Facial landmark localization and recognition are not 

significant by themselves as an independent application 

but as a key step for many face application systems, such 

as gaze detection, drowsiness, mobile augmented reality, 

surveillance and security monitoring systems, face 

recognition, face reenactment, facial emotion recognition, 

and 3D face modeling [20]. All these facial applications 

are useless and could not work if the facial landmark 

localization system is not involved because it is the initial 

step for all these applications. Moreover, this study for the 

first time gives attention to highly occluded face images 

covered completely with niqab by considering the 

preprocessing techniques to enhance and make visible the 

facial landmarks. The niqabs in the majority of cases are 

worn by women due to cultural and religious norms. The 

piece of cloth that covers the face area is relatively thin as 

compared to other clothes in which the Landmarks are 

hidden but with less effort of preprocessing, they may be 

elaborated. The elaboration of at least one facial key point 

will enable us to calculate the rest of the Landmarks in 

heavily occluded face images. The evolution of face 

recognition related research is presented in Fig. 3. 

 

 

Fig. 3. Evolution of face recognition techniques. 

Face recognition techniques relies on prominent face 

features referred as landmarks [21, 22]. These landmarks 

includes eyes, nose, lips and shape of face. Facial 

landmark localization is the initial step in research related 

to face analysis [23]. Face detection and facial landmark 

localization of human faces in digital images is a non-

trivial task for computer vision. Facial landmark 

localization has received much focus from computer vision 

researchers and is still an ongoing challenge for solution or 

improvement [24]. The problem is mainly in an 

unconstrained environment in which the face appears in 

extreme variations in pose, lighting and heavy 

occlusions [25–28]. The main objectives of facial 

landmarks localization is to correctly localize the face 

attribute in its exact position. The face landmarks are 
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utilized in different face recognition-based applications. 

Emotion recognition application, utilize the face 

landmarks lips, eyes and eye brows to predict the 

emotional state of subject [29–30]. Biometric user 

verification through face recognition also utilizes face 

landmarks. Image enhancement applications and filters 

also need landmarks for putting application’s features [31]. 

Fig. 4 depicts neural networks-based face landmark 

detection logical schema. 

 

 

Fig. 4. Face landmarks and neural networks-based emotion recognition. 

A comprehensive related work method review has been 

conducted by Song et al. [32] and Kowalski [33]. It was 

categorized into Parametric and Non-parametric Shape 

Model-based methods. In contrast, the research work 

reported in [33] has divided the previous approaches into 

conventional and deep learning approaches of machine 

learning to the same problem. These are discussed 

subsequently. 

A. Parametric Approaches 

This approach defines the data in the model to a specific 

distribution, it identifies each landmark by a distribution, 

such as the Gaussian method. In this subsection. The 

statistical distribution of facial feature points is 

constructed from 600 face images as in Fig. 5. It is further 

classified based on their appearance model into two 

classes: local part model-based [30, 34, 35] and holistic 

sketch-based methods, such as Active Appearance Models 

(AAM) [36, 37], where 600 shapes (black) normalized, red 

indicates the mean shape of all shapes adapted. Fig. 5 

depicts statistical facial points. 

 

 

Fig. 5. Statistical distribution of facial feature points. 

B. Local Part or Constrained Local Model-based 

Methods 

The constrained local method is used in [38–40]. An 

input image is fit for a specific shape via an objective 

function which implies two parameters: shape prior  

R(P) [41, 42] and the sum of response maps [43] D(X; I) 

as presented in Eq. (1). 

minpR(p) + ∑ 𝐷(𝑋; 𝐼)

𝑁

𝑖=1

 (1) 

 

C. Holistic Model-Based Methods 

Holistic methods utilize holistic sketch information of 

face. It also exploits the global facial shape patterns for 

detecting facial landmarks. The Active Appearance Model 

(AAM) is a classic example of holistic modelling. It was 

proposed as a statistical model by Milborrow and 

Nicolls  [44], Wimmer et al. [45]. The model analyzes 

facial key-point correlations and matches shape and 

texture simultaneously. This technique is actually 

matching a holistic model of that can fit the whole class of 

objects rather than tracking deformable objects [46]. In 

Ref.  [47], some extensions by fitting more landmarks than 

needed and using a two-dimensional sketch of facial 

landmarks instead of one. Fig. 6 depicts the holistic shape 

model based landmark localization. 

 

 

Fig. 6. Illustration of Holistic model approach. 

The flexibility of parametric shape models is hard to 

achieve. Such as Principal Component Analysis (PCA), 

which is determined heuristically. 

D. Non-Parametric Model-Based Methods 

These approaches are distribution-free and do not rely 

on assumptions that the data are drawn from a given 

probability distribution [48]. The distinction between the 

two models is that a fixed number of parameters is defined 

in the parametric model. In contrast, in the non-parametric, 

the number of parameters grows gradually with the 

training data [28, 49]. 

E. Cascaded Regression-Based Methods (CR) 

CR methods have recently become the most prominent 

methods for face alignment because of their reported 

accuracy and speed [23, 50–53]. This approach from 

image appearance learns a regression function to fit the 

aimed output. The regression estimation starts from initial 

shape s0 and step by step refines the face shape s by 

estimating the shape increment ∆s. 

F. Deep Learning CNN-Based Methods (DL-CNN) 

The Deep Learning CNN-Based Methods (DL-CNN) 

approach in the ImageNet competition [54] in 2012 [55], 

has been adopted, produced a high impact results on a 

variety of computer vision tasks and issues, as in image 

classification [56–58], object detection [59–61] and face 

detection [62–66]. The early work was carried out using a 

deep probabilistic model called Boltzmann machines 
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which were used to capture pose and expressions 

variations for face landmark detection [67, 68]. DL-CNN 

recently became the most popular model for all face-

related applications, landmark localization, and detection. 

The study of Nan et al. [69] categorizes deep learning 

methods into two groups: those for nonlinear shape 

variations and those for nonlinear mapping from 

appearance to shape. Examples of handling nonlinear 

shapes are found by Ranjan et al. [70], previously 

mentioned, and in Zhou et al. [71], which introduced a 

hierarchical probabilistic model to address the challenges 

posed by variations in facial expressions and poses.  

Zhang et al. [72] categorized deep learning-CNN methods 

into two categories hybrid-based and pure-based learning 

methods. In pure learning methods, landmark locations are 

predicted directly by the CNN model [73]. Moreover, 

Ma  et al. [73] used a cascade of four convolutional layers 

to predict five facial landmarks from a given bounding box 

of input image face. Each landmark point is then refined 

by an external network as illustrated in Fig. 7. 

 

 

Fig. 7. CNN-Cascaded layers for five landmark point’s prediction. 

However, increasing landmark feature points would 

increase the computation time required for detecting all 

points [74]. Multi-task learning is based on task-based 

feature extraction and its adaptation for different tasks. The 

research work reported in Ranjan et al. [75], and 

Zhou et al. [76] proposed Tasks-Constrained Deep-CNN 

for gender, pose, and emotion estimation with facial 

landmark points. In Ref. [77], a similar CNN model was 

proposed to predict face detection, landmark localization, 

pose estimation, and girder detection in joint-related tasks. 

In this model, features from multiple layers were shared to 

utilize the low-level to high-level feature representation. In 

an improvement of the CNN cascaded framework, similar 

work was proposed by Nguyen et al. [78] to predict 

gradually 68 landmark facial points instead of five 

landmark points. An intuitive approach by Rothe et al. [79] 

and Hassaballah et al. [80] proposed a Multi-Task CNN 

(MTCNN) framework, consisting of three stages, as 

illustrated in Fig. 8, for predicting face detection and five 

landmark localizations. In the first stage, the CNN-layer 

called P-Net, inspired by Krizhevsky et al. [54], is a region 

proposal network that proposes regions with bounding 

boxes. The obtained regions are refined by the Non-

Maximum Suppressions (NMS) technique to eliminate 

overlapped bounding boxes [81]. The output of the 

previous stage P-net is fed to the second stage network R-

Net which performs more filtering on false positive 

candidates and applies NMS on bounding boxes for more 

calibration. The final stage O-Net takes the output of R-

Net and outputs the face bounding box along with five 

facial landmark points. Since three tasks involved 

face/non-face classification, bounding box regression, and 

five landmark localization, three loss functions have been 

used during training. The 2-fold Cross-Entropy Loss was 

formulated as the learning objective so that the output 

belongs to either (0, 1). 

 

 

Fig. 8. Proposed methodology. 

G. Face Landmark Localization in Heavily Occluded 

Face 

Most of the facial landmark localization algorithm’s 

attention is on images taken in a controlled environment 

with less variation. However, images of human faces 

would appear in huge varieties and variations in real-world 

situations due to lighting differences, pose occlusion, face 

occlusions, and other variations. Occlusion is one of the 

main reasons for the failure of the facial landmark 

localization algorithms [82], as the key points defined on a 

clear face may disappear in a face covered with masks and 

niqabs. Due to health face masks or fashion masks, the 

three landmarks, i.e., the left and right corners of the mouth 

and nose completely covered with masks, while in a niqab, 

all five landmarks disappear. Simple occlusions can 

happen due to extreme head pose or caused by overlaying 

of other objects such as glasses, eyes or hands on the 

mouth or nose. When handling occlusion, there are some 

challenges. Predicting which parts of the facial landmark 

are occluded is quite difficult. Another issue is that face 

landmarks could be occluded arbitrarily with arbitrary 

objects that can vary in size and shape [83]. Many of the 

models already developed give little attention to occluded 

faces or are ignored completely. These studies mainly 

trained their models on ideal or controlled images or 

partially uncontrolled images like hair on one eye or 

shadow.  Most of the current works dealt with occlusion as 

a separate challenge, and therefore the designed individual 

models based on the assumption that some of the face parts 

are occluded and then concatenate these models for 

localization. Wu and Ji [84] split the face into a 3 × 3 grid. 

The total is nine regions assuming that one part is at least 

not occluded. Information about facial appearance from 

one part is utilized for predicting the localization of facial 

occlusion for all occluded parts by merging predictions of 

the nine parts probability. This approach helped in 

improving both occlusion detection and landmark 

prediction at once. However, the model will abruptly go 
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down in terms of accuracy when applying heavily 

occluded faces because, in some of these images, no key 

point is visible that estimation may be made to calculate 

the other landmarks. In Ref. [85], the face is described as 

a combination of parts, each part composed of local facial 

landmarks; training these separate models is based on 

predicting non-occluded parts. The drawback of these 

previously mentioned methods is occlusion-dependent 

models, which assume that some predefined parts are 

occluded; however, facial occlusion is arbitrary in 

unconstrained situations. These models might not be able 

to cover complex occlusion as in real-world scenarios [86]. 

For example, Muhi et al. [87] dealt with occlusion as an 

independent framework to avoid the mentioned challenge. 

A hierarchical deformable probabilistic model was 

designed, which encodes rules for occlusion modeling of 

facial landmarks and visibility of each landmark to predict 

joint landmark locations and landmark occlusion [21]. 

Bhatlawande et al. [88] proposed a cascaded regression 

model based on local appearance in order to predict 

probabilities of landmark locations and their visibility in 

an iterative manner, occlusion pattern is added as a 

constraint in the prediction. It depends more on appearance 

from visible facial landmarks rather than occluded 

landmarks. This framework can handle occlusions of 

object occlusion and extreme head poses [21]. Further in 

Table I, the summary of the previous studies deal with 

facial landmark localization is presented. 

TABLE I. SUMMARY OF THE PREVIOUS STUDIES FOR FACIAL 

LANDMARK LOCALIZATION 

Ref. Methodology Dataset Result 

[1] 
Mobile net SSD 

architecture 
Niqab dataset 99.6% 

[16] Recurrent CNN (R-CNN) 
UBIRIS.v2 

MICHE 
0.02 NE 

[17] 
Adversarial Occlusion-

aware Face Detector 
MAFA, FDDB 97.88% 

[21] 
Recurrent Attentive- 

Refinement (RAR) LSTM 
300-W, COFW, 

AFLW 

16.3% 

error 

reduction 

[23] 
Generative Adversarial 

Network 

Mask 300, 
Simulated Masked 

Face Recognition 

Dataset (SMFRD) 

3.45% 

MSE 

[30] 
CNN 

(Face Attention Network) 
Wider Face, MAFA 79%–89% 

[48] DCNN Face Detector MTCNN 99.6% 

[77] 
Hierarchal Part Model for 

Occlusion Model 
Multi PIE, IBUG 
HELEN, COFW 

98.95% 

[89] 
CNN with grid loss and 

hinge loss 

AFLW, FDDB 

PASCAL 
87.1% 

[90] CNN 
iBUG, LFPW, 
AFW,HELEN 

3.37% 
NRMSE 

[91] 
Face Direct Vector and 

YOLO 3 
Celeb A, Augmented 

dataset 

0.02 

Normalize 

error 

[92] 
Generative Adversarial 

Network 
CelebA 78.7% 

[93] 
Occlusion Adaptive Deep 

Network 

Occlusion AffectNet 
OcclusionFERPlus 

FED-RO 

89.83% 

[94] 

GAN AIs 

(Generative Adversarial 
Network) 

OCFW, COFW 
0.06 

NRMSE 

[95] Resnet and Unet CelebAMask-HQ 98.3% 

[96] ADA Face OCFR 2022 Rank 1 

However, all the studies mentioned above used datasets, 

which have partially unconstrained images and when 

applied to highly occluded datasets, these approaches will 

show a drastic deviation in accuracy. Due to mentioned 

limitations in the literature, this paper sets the following 

points: to enhance the niqab dataset by 11,000 images of 

heavily occluded faces, implementing the existing high 

accuracies facial landmark localization techniques through 

transfer learning over the heavily occluded ENiqab-V1 

dataset to analyze the accuracy and mean square error of 

each model. Based on the analysis of the per-trained 

models, give suggestion for adoption of one model for 

optimizing its accuracy through fine tuning from scratch 

and its evaluation on the ENiqab-V1 dataset. 

III. MATERIALS AND METHODS 

Face landmark localization in heavily occluded faces is 

simple in images with clear faces but become critical when 

the face images are fully covered with medical masks and 

niqabs because most of the key landmarks such as nose, 

eyes and lips are unavailable. The proposed research work 

is implemented in two phases as illustrated in Fig. 8. 

Phase 1 of this research mainly focuses on the dataset 

enhancement to include heavily occluded face images, 

annotation of the images, and its evaluation while Phase 2 

deals with analyzing the most prominent pre-trained deep 

learning models in the area on the ENiqab-V1 dataset. 

Finally, give recommendations for the selection of an 

appropriate model having the capacity for optimizing the 

accuracy on logical grounds. 

A. Phase 1: Dataset Collection, Preparation and 

Annotations 

In this phase the process starts with choosing the 

appropriate images that are aligned with the research scope, 

the face images with high occlusion (mostly from 80% to 

100%) with high degree of variations. For the mentioned 

purpose the Niqab dataset is more than 60% enhanced to 

ENiqab-V1. The images were collected from various 

search engines and analyzed. More than 11,000 images 

were collected and added to the dataset which has already 

10,000 images. The qualifying criteria of images to be 

included in the dataset are “human-in-the-loop”. The 

search keywords are “femme niqab Maroc”, “woman 

niqab France”, “woman hijab Africa”, “hijab + 

sunglasses”, “niqab + sunglasses”, and “woman + mask + 

sunglasses”. The images are converted to .jpg format and 

renamed with “Bulkre_name utility”. The dataset was 

carefully validated by two independent analysts to remove 

the outlier images while the validation was carried out with 

a statistical metric, Kohen’s Kappa. The task of image 

analysis is performed manually. Two analysts work for 10 

days on 11,000 images. The analysis task involves 

checking the “human in the loop process” with the help of 

Google, Bing, and Yahoo search engines with the help of 

niqab-related keyword queries. The collected images are 

renamed using the renaming library mentioned above. The 

image validation metric is Kohen’s Kaffa, which finds the 

agreement probability between the two raters. The process 

of finding Kohen’s Kappa is presented here to find the 
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agreement probability between the two raters. Initially 

total number of images collected was 15,000 according to 

the mentioned criteria while two sets of the same images 

were distributed between both the raters. Table II presents 

the summarized results of the images examined or rated by 

both raters. 

TABLE II. PRESENTS RATING STATISTICS BY TWO RATERS 

Rater A B C D 

1 
11000 47 50 2903 

2 

Note: A = Total number of Images that both the analyst agreed; B = The 

total number of Images analyst 1 considered correct while analyst 2 
considered incorrect; C = The total number of Images analyst 2 

considered correct while analyst 1 considered incorrect; D = The total 

number of Images analyst 1 and analyst 2 considered incorrect 

 

The Cohen’s Kappa is the probability of agreement 

between the two raters and calculated through Eq. (2). 

 

𝐾 =
𝑃𝑜−𝑃𝑒

1−𝑃𝑒
   (2) 

 

where, Po is Probability of agreement and Pe is random 

probability and both are calculated through Eqs. (3) and (4) 

respectively. 

 

𝑃𝑜 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑖𝑛 𝐴𝑔𝑟𝑒𝑒𝑚𝑒𝑛𝑡

𝑇𝑜𝑡𝑎𝑙
   (3) 

 

𝑃𝑒 = 𝑃(𝑐𝑜𝑟𝑟𝑒𝑐𝑡) + 𝑃(𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡) (4) 

 

where, in Eq. (3), P(correct) is the probability of images 

declared correct by both the raters while P(incorrect) is the 

probability of images declared incorrect by both the raters. 

The calculations of both can be carried out with Eqs. (5) 

and (6) respectively. 

 

𝑃(𝑐𝑜𝑟𝑟𝑒𝑐𝑡) =  
(𝐴+𝐵)

(𝐴+𝐵+𝐶+𝐷)
×  

(𝐴+𝐶)

(𝐴+𝐵+𝐶+𝐷)
 (5) 

 

𝑃(𝑐𝑜𝑟𝑟𝑒𝑐𝑡) =  
(𝐶+𝐷)

(𝐴+𝐵+𝐶+𝐷)
×  

(𝐵+𝐷)

(𝐴+𝐵+𝐶+𝐷)
 (6) 

 

According to Table II the calculations of Cohen’s 

Kappa has been made and the results obtained are 

presented in graphical for in Fig. 9. 

 

 

Fig. 9. The agreement variables versus the agreement or disagreement 
values on these variables for calculation of Cohen’s Kappa. 

The Cohen’s Kappa calculated is 0.83, shows high 

agreement probability of both the raters on the dataset 

ENiqab-V1 images. 

B. Phase 2: Pre Trained Deep Learning Models 

Evaluation on ENiqab-V1 Dataset 

In this phase of the underlying research, first a criteria 

for the consideration of deep learning models is devised. 

In this back drop, this research considers four deep 

learning models on the criteria that three pre trained 

models were particularly taken from the area of facial 

landmarks localization with high prediction accuracies 

while one of the model was generally taken from the area 

of object detection with high accuracy and other robust 

features. The models considered under the mentioned 

criteria are: MediaPipe, face.evoLVe, Torchlm 

(Specifically trained and tested for facial landmarks 

localization) and YOLOv5 (General object detection 

model). The experimentation has been carried out on the 

ENiqab-V1 dataset applied to the pre trained models. 

MediaPipe Model offers a pre-trained face landmark 

model that can be used for detecting facial landmarks on a 

face. The model is based on a deep neural network 

architecture and is trained to work in real-time on mobile 

devices and other platforms [97–99]. The pre trained face 

landmark model provided by MediaPipe is trained on the 

300W-LP dataset, which is a large-scale benchmark 

dataset for facial landmark localization [100]. The dataset 

consists of over 60,000 images of faces, each with 68 

annotated landmarks indicating the location of various 

facial features [101]. The 300W-LP dataset is widely used 

in the computer vision research community for training 

and evaluating facial landmark localization models. It 

includes a wide range of face images with variations in 

pose, expression, and lighting conditions, making it a 

challenging dataset for training robust models. MediaPipe 

also provides the option to train custom face landmark 

models using user-provided datasets. Overall, the use of 

the 300W-LP dataset for training the pre-trained face 

landmark model provided by MediaPipe ensures that the 

model has been trained on a large and diverse set of faces, 

which helps to improve its performance and robustness. 

The maximum achieved an average accuracy of the model 

is 95.7%. 

face.evoLVe model is a deep learning model that can be 

used for facial landmarks localization. Specifically, it is a 

Convolutional Neural Network (CNN) architecture that 

uses a ResNet-50 backbone network with stacked 

hourglass modules for feature extraction and key point 

localization. The model takes an input image of a face and 

outputs a set of 68 landmarks corresponding to various 

facial landmarks, such as the corners of the eyes, nose, and 

mouth, as well as the outline of the face. These landmarks 

can be used for various applications, such as face 

recognition, emotion detection, and virtual makeup. The 

face. Evolve model was developed by the Insight Face 

research group and is part of the Insight Face toolkit, which 

is a collection of deep learning models and tools for face 

recognition and analysis. The model has been trained on 

several large-scale datasets [102]. 300W: A widely used 

dataset for facial landmark localization, which consists of 

300 face images with 68 annotated landmarks per image. 

The dataset includes both indoor and outdoor images with 

varying lighting conditions, pose, and expression, AFLW: 
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The Annotated Facial Landmarks in the Wild dataset 

contains over 24,000 images of faces in the wild with 

annotated landmarks. The dataset includes a diverse set of 

images with varying pose, expression, and lighting 

conditions. COFW: The Calibration-Free Face Pose 

dataset contains 1,345 annotated face images with varying 

pose, expression, and lighting conditions. The dataset is 

designed to evaluate facial landmark localization in real-

world scenarios. However, all these datasets have lack of 

occluded face images with masks or with niqab partially or 

fully. The model achieved the lowest state of the art 

Normalized Mean Error (NME) of 3.32% on 300W full 

test images while the achieved accuracy is 99.7%. 

TorchLM is a PyTorch landmarks-only library with 

100+ data augmentations, support training and inference. 

TorchLM aims only focus on any landmark localization, 

such as face landmarks, hand key points and body key 

points, etc. It provides 30+ native data augmentations and 

can bind with 80+ transforms from TorchVision and 

albumentations, no matter the input is an np.array or a 

torch Tensor, TorchLM will automatically be compatible 

with different data types and then wrap it back to the 

original type through a autotype wrapper. TorchLM ran 

experiments on three datasets: 300W, COFW68, and 

WFLW-68 and achieved an average accuracy of 96.45 %. 

YOLOv5 is an open-source object detection framework 

developed by Ultralytics. YOLO stands for “You Only 

Look Once”, which refers to the framework’s single-shot 

object detection algorithm that can detect multiple objects 

in an image or video in real-time with high 

accuracy [103]. YOLOv5 is based on a deep Convolutional 

Neural Network (CNN) architecture that is designed to be 

faster and more accurate than its predecessors, such as 

YOLOv4 [103]. The YOLOv5 model uses a combination 

of anchor boxes, feature pyramid networks, and deep 

residual networks to identify objects in images or videos. 

YOLOv5 is lightweight, making it suitable for deployment 

on edge devices with limited computational resources. 

YOLOv5 model is trained on the COCO dataset, and 

includes simple functionality for Test Time Augmentation 

(TTA), model ensemble, hyper parameter evolution, and 

export to ONNX, CoreML and TFLite trained on the 

Objectron dataset. The Yolov5 achieved an average 

accuracy of 94.56 % trained on multi task facial dataset. 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

The experimentation has been carried out on the 

ENiqab-V1 dataset applied to the pre-trained models. 

Accuracy and mean square error are considered as 

performance evaluation metrics. The results of each model 

are presented first for visual analysis and then its 

comparative analysis has been made for discussion. 

A. Accuracy  

Accuracy is one of the evaluation metrics to define how 

the model was accurate. The obtained accuracy is 

calculated by dividing the True Positive (TP)—Correct 

detection by the ground-truths of faces. Eq. (7) represents 

the accuracy computed for the mentioned deep learning 

model evaluation: 

𝑅 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝐴𝑙𝑙 𝐺𝑟𝑜𝑢𝑛𝑑 𝑇𝑟𝑢𝑡ℎ
  (7) 

 

If the accuracy is less than 75% indicates that the model 

is in conflict with the objectives of this paper. 

B. Mean Squared Error 

Error can be measured by computing the difference 

between the inferred values and the ground truth 

values [100]. The most commonly used error metrics are 

Mean Square Error (MSE) [101]. Standard evaluations in 

the face alignment literature are usually expressed as the 

point-to-point MSE error between each point of the 

predicted shape and the ground truth annotations. Eq. (8), 

presents the MSE computation. 

𝑀𝑆𝐸 =
1

𝑛
 ∑ (𝑌𝑖 − Ŷ𝑖)

2𝑛
𝑖=1   (8) 

where, Y is the ground-truth point, Ŷ is the predicted point, 

and n are the number of samples. 

C. Experimentation Results of MediaPipe 

The experimentation with ENiqab-V1 dataset made on 

the MediaPipe model through transfer learning results a 

Mean Square Error (MSE) of 0.78 while an accuracy of 

48.569% which is drastic fall while the same model in 

constrained and partially unconstrained approaches gives 

accuracy more than 90%. The MediaPipe framework is 

previously adapted for occluded face detection [102], face 

landmark localization, face pose detection and face mask 

detection. Three kinds of sample images were extracted: 

Partial Detection Sample: The model did not detect 

heavy occluded faces to be able to detect the facial 

landmarks, while it detects un-occluded faces with 

mismatching facial landmarks. 

No Detection Sample: The model did not detect the 

heavily occluded and non-occluded faces. 

Key points Location Sample: The model can detect 

face well, but there is mismatch of facial landmarks key 

points 

The visual results of the model are presented in Fig. 10, 

which clearly shows the missed and detected facial 

landmark key points. 

 

 

Fig. 10. Facial landmarks localized with MediaPipe pre trained model. 
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D. Experimentation Results of face.evoLVe 

The experimentation with face.evoLVe model on the 

ENiqab-V1 dataset, in comparison to other models 

considered in this research improved the accuracy by 

almost 10 points, however the model needs heavy 

improvement. The highly and heavy occluded faces were 

extracted from the ENiqab-V1 dataset. The result of the 

model achieved 0.59 MSE and 59.4% accuracy. Three 

kinds of sample images were extracted: 

Partial Detection Sample: This sample shows how the 

model is performing poor since the model was trained on 

selfie images and it did not recognize a semi-occluded face 

taken by a selfie camera. 

No Detection Sample: The model did not detect the 

heavily occluded and non-occluded faces. 

Key points Location Sample: The model can detect 

face well, but there is mismatch of facial landmarks key 

points 

The visual results of the model are presented in Fig. 11, 

which clearly shows the missed and detected facial 

landmark key points. 

 

 

Fig. 11. Facial landmarks localization with face, evoLVe pre trained 
model. 

E. Experimentation Results of TorchLM 

The highly and heavy occluded faces were extracted 

from the selected dataset. The result of the model achieved 

1.01 MSE and 52.07% accuracy. There are three kinds of 

samples as mentioned: 

Partial Detection Sample: As can be seen in the next 

Fig. 12, the model did not detect heavy occluded faces to 

detect the facial landmarks, while it detects un-occluded 

faces with mismatching facial landmarks. 

No Detection Sample: The model did not detect the 

heavily occluded and non-occluded faces. 

Key points Location Sample: The model can detect 

face well, but there is mismatch of facial landmarks key 

points 

The visual results of the model are presented in Fig. 12, 

which clearly shows the missed and detected facial 

landmark key points. 

 

 

Fig. 12. Facial landmarks detected with TorchLM pre trained model. 

F. Experimentation Results of YOLOv5  

The YOLOv5 model predicts the following results when 

applied on the ENiqab-V1 dataset through transfer 

learning. The reason behind the low accuracy is highly 

occluded faces in the dataset, however the model is pre 

trained for object detection and it detects the faces 

accurately but need fine tuning and from scratch training 

on the ENiqab-V1 dataset. The highly and heavy occluded 

faces were extracted from the selected dataset. The result 

of the model achieved 0.87 MSE and 52.6% accuracy. 

Three kinds of samples have been experimented as 

mentioned below: 

Partial Detection Sample: As can be seen in the next 

Fig. 13, the model did not detected heavy occluded faces 

to detect the facial landmarks, while it detects un-occluded 

faces with mismatching facial landmarks. 

No Detection Sample: The model did not detect the 

heavily occluded and non-occluded faces. 

Key points Location Sample: The model can detect 

face well, but there is mismatch of facial landmarks key 

points. 

 

 

Fig. 13. Facial landmark localization with YOLOv5 pre trained model. 

G. Comparative Analysis of the Pre Trained Models 

In this section, all the above pre trained models in detail 

were analyzed and one of the model was selected for 
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further experimentation on the basis of justified grounds 

that will be fine tune for optimal prediction in face 

detection and facial landmarks localization. As mentioned 

earlier that three out of four models are specifically applied 

in the area while the fourth model (YOLOv5) is used for 

object detection in real-time images and videos. The above 

mentioned models are used for experimentations in this 

research through transfer learning to analyze their MSE 

and accuracy. The results of all the four models are 

presented in Figs. 14 and 15, respectively. 

 

 

Fig. 14. Mean Square Error comparison of the four pre trained models 
tested over the ENiqab-V1. 

 

Fig. 15. Accuracy based comparison of the four pre trained models 
tested over the ENiqab-V1. 

As all these models accuracies are below the criteria 

mentioned previously and their MSEs are also high than 

the mentioned criteria. In these four models the three 

(Mediapipe, TorchLM and face.evoLVe) are specifically 

trained for facial landmarks localization but their 

accuracies drastically degraded on ENiqab-V1 dataset 

(48.569, 52.8 and 59.2 respectively) while the MSEs are 

also high (0.72, 1.2 and 0.59 respectively). The fourth is 

general object detection model (YOLOv5) whose accuracy 

is 52.7 and MSE is 0.85. Now, if the models on the same 

basis are compared with their achieved accuracies on their 

own datasets shown abrupt fall in the accuracy as 

presented in Table III. 

TABLE III.  COMPARISON OF THE FOUR MODELS ON THE BASIS OF THEIR 

ACHIEVED ACCURACIES AND MSES WITH THE ACCURACIES AND MSE 

TESTED WITH ENIQAB-V1 

Mode 
Achieved 

Accuracy 

Accuracy 

ENiqab-V1 
Difference 

MediaPipe 95.7% 48.56% 47.14% 

face.evoLVe 99.7% 59.2% 40.50% 

TorchLM 96.45% 52.8% 43.65% 
YOLOv5 94.56% 52.7% 41.86% 

 

The fall in accuracy by almost an average of 40% of all 

the models is due to the heavily occluded face images with 

80 to 100% covered with niqab in ENiqab-V1 dataset. The 

potential drawback in the MediaPipe model, non-handling 

of large pose variations and requirement of significant 

computational resources are the main causes to drop the 

model in case of heavily occluded face images. In the same 

way, face.evLVe model requires high computational 

resources, limited applicability to the real world scenarios 

and potential bias make it out of the race. Further, 

TorchLM is designed specifically for facial landmarks 

localization, so it may not be optimized for this task to 

improve the accuracy. YOLOv5 is a general object 

detection model and has much more space for optimization 

to improve the accuracy over heavily occluded dataset. 

YOLOv5 will also be applicable for real world scenarios. 

V. CONCLUSION 

In the four pre-trained models, the three (Mediapipe, 

TorchLM and face.evoLVe) are specifically trained for 

facial landmarks localization but their accuracies 

drastically degraded on ENiqab-V1 dataset (48.569, 52.8 

and 59.2 respectively) while the MSEs are also high (0.72, 

1.2 and 0.59 respectively). The fourth is the general object 

detection model (YOLOv5) whose accuracy is 52.7 and 

MSE is 0.85. Now, this study suggest the selection of 

YOLOv5 model for enhancement to achieve high accuracy 

over any occluded face image dataset on the following 

grounds: 

1) This research mainly involve two steps i.e., face 

detection and facial landmarks localization, while 

the YOLOv5 deep learning model is basically 

developed for real time object detection in images 

and videos, thus with fine tuning it has space for 

optimization of accuracy. 

2) The model is specifically built for real-time 

object detection in images and videos while its 

use through transfer learning in this research 

shows considerable accuracy and shows more 

space for optimization as compare to other three 

models which are specifically build for facial 

landmarks key point localization. 

3) YOLOv5 has achieved state-of-the-art accuracy 

on various object detection tasks, including 

detecting small objects and achieving high 

precision [103]. This may be advantageous for 

facial landmark key point localization tasks that 

require accurate and precise detection of facial 

features. 

4) YOLOv5 is optimized for speed and can process 

images and videos in real-time on a CPU, making 

MediaPipe Yolov5 TorchLM
face.evoLV

e

MSE 0.78 0.85 1.2 0.59
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it a suitable option for applications that require 

fast and efficient detection. This may be useful 

for facial landmark key point localization tasks 

that require real-time performance, such as in 

video analysis. 

YOLOv5 is highly customizable, allowing for fine-

tuning and adaptation to specific use cases and datasets. 

This flexibility may be useful for facial landmark key point 

localization tasks that require customization and 

adaptation to specific scenarios and 

applications [103, 104]. To summarize, harnessing the 

capabilities of the YOLOv5 model, along with the ability 

to customize and fine-tune its parameters, offers potential 

for improving accuracy in occluded face image datasets. 

This approach holds the promise of enhancing the 

performance of facial landmarks localization systems, 

making them more effective in real-world applications. 
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