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Abstract—Customers’ movement from one telecom provider 

to the other has become a foremost issue in the 

telecommunication industry. This exacting issue has 

engendered stiff competition among vendors in the 

telecommunication industry to retain their customers. This 

competition is consequent upon the fact that it is more costly 

to acquire new customers than it takes to maintain the 

existing ones. The ability to make an accurate prognosis 

about customers who are likely to churn, and to offer 

incentives to retain them, places such telecom providers on a 

foundational platform to stand in the market. Recent studies 

in churn prediction utilized a single machine learning model 

that the results cannot be easily generalized to a new dataset 

or new scenario. In addition, these machine learning models 

are complex and with high computational time. In this study, 

we propose a comprehensive and computationally efficient 

Regression-Based Machine Learning Framework for 

Customer Churn Prediction in Telecommunication Industry. 

We evaluated nine different Regression Models and compare 

their performances. Moreover, we evaluated and determine 

which model is best suited to the proposed approach. The 

models were evaluated using four commonly used Regression 

based metrics such as Mean Absolute Error (MAE), Mean 

Square Error (MSE), Root Mean Square Error (RMSE), and 

Coefficient of Determination (R2). The best accuracy was 

recorded by Lasso Regression, with MAE, MSE, RMSE, and 

R2 of 7.77E−02, 1.21E−02, 1.10E−01, and 0.981407 (98%), 

respectively. This result shows that the Lasso Regression-

based model performed better, realized the line of best fit, fit 

well with the observed data, and guarantee better predictions 

when deployed using the proposed approach.  

 

Keywords—customer Churn, machine learning, regression 

models, telecommunication, multiple classifier systems 

 

I. INTRODUCTION 

Recently, the telecommunication industry has proved to 

be one of the fastest-growing industries and has evolved to 

encompass various components of customer satisfaction 

that require improvement. Today companies under this 

subdivision of the economy are doing everything in their 

efforts to maintain and retain their teeming customers by 

satisfying them through offers and rebates. 

Telecommunication industries operate based on selling 

certain products to customers. Finding the target group that 

is more interested in a certain product is the main task of a 

company. Creating, maintaining, and retaining 

relationships with a company’s customer base is one of the 

crucial business and marketing tasks in heavily 

competitive markets such as telecommunications or 

subscription-based models. The process of determining the 

target group interested in a certain product is at the top of 

the agenda of every business company. Technical 

implementation of these methods is widely spreading in 

various countries’ telecommunication industries with 

limited impact in African countries. It is a consequence of 

this fact that the acquisition of a new customer is far more 

costly than the absorbent of an existing one [1]. To retain 

existing customers, companies including 

telecommunication sectors provide incentives and special 

packages to them. Therefore, determining the customers 

that need these special packages and making sure the 

customer did not churn or move to competitors’ services is 

very important [2].  

Customer churn is a major problem in the 

telecommunication industry, and one of the most 

significant concerns for large companies. Due to the direct 

effect on the revenues of the companies, especially in the 

telecommunication field, companies are seeking to 

develop means to predict potential customers that might 

churn in the future [3]. Customer churn could be the result 

of low-level customer satisfaction, aggressive competitive 

strategies, new products, regulations, etc. Consequently, 

churn models aim to identify early churn signals and 

recognize customers with an increased likelihood to leave 

voluntarily [4]. 

Companies use various prediction tools, such as 

descriptive statistics, rule-based, and machine learning to 

predict customer churn. However, the statistics method is 

too simplistic and analyzes data in small quantities, 
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therefore, it is difficult to use the method to accurately 

predict customer churn [5]. The rule-based method 

expresses data patterns and uncovers meaning in data 

using an if-then rule. Nonetheless, rule-based methods lack 

scalability and robustness to uncover the pattern that might 

show customer churn. The machine learning model seeks 

to improve churn prediction models and ascertain 

customers that might leave the company using past 

experiences and packages. The recent implementation of 

machine learning models for customer churn prediction in 

telecommunication industries includes Linear 

Regression [6, 7], Neural Network Model [8, 9], Decision 

Tree [10, 11], Support Vector Machine [12, 13], etc. The 

use of these machine learning algorithms is useful for the 

correct identification of customer retention and the type of 

products that are essential for telecommunication 

companies [1]. However, some of the machine learning 

models implemented for customer churn prediction in 

telecommunication industries are unsuitable due to their 

computational complexity, prone to model over-fitting, 

and require lots of training data [14]. 

For instance, artificial neural networks although 

produce high-performance accuracy when used for churn 

predictions, require large amount of training data which 

might be difficult to obtain. Moreover, the support vector 

machine algorithm is sensitive to missing data even after 

preprocessing. Therefore, this paper proposes multiple 

regression models to investigate and predict customer 

churn in the telecommunication industry using a publicly 

available dataset with varied customer features and data 

formats.  

Regression models are supervised machine learning 

methods that evaluate the relationship between variables 

and emphasize the association between the target 

(dependent) variable and predictor variable 

(independent) [15, 16]. In addition, it indicates the line or 

curve that passes along the data point and regression line 

with the lowest minimum thereby demarcating customers 

that may likely leave the services of the telecom industry 

if adequate and better packages are not provided for 

them [17]. As recently noted by Shin [18], regression 

analysis remains the most versatile tool with the widest 

applications, less black box, easy to understand and 

communicate, and helps to determine the most important 

factors that will cause the customer to churn. Considering 

the strengths of regression analysis-based machine 

learning, this paper comprehensively evaluates nine 

regression models for comparison and chooses the best 

model. The regression models evaluated include the linear 

regression model, Lasso regression, elastic net regression, 

polynomial regression, stochastic gradient descent 

regression, ridge regression, robust regression, support 

vector regression, and random forest regression. A detailed 

explanation of these regression models is explained in 

Section III.D of the paper.  

In the nutshell, the contributions of this paper are as 

follows: 

• Comprehensive analysis of recent studies on machine 

learning algorithms for telecommunication-based 

customer churn prediction; 

• Develop and evaluate machine learning-based 

regression model for customer churn prediction in the 

telecommunication industry using publicly available 

datasets; 

• Evaluate nine regression models which include linear 

regression model, Lasso regression, elastic net 

regression, polynomial regression, stochastic gradient 

descent regression, ridge regression, robust regression, 

support vector regression, and random forest 

regression methods for telecommunication-based 

customer churn prediction and ascertain the best 

model; 

• The proposed evaluation was implemented using 

thirteen features/attributes extracted from customer 

details; 

• All-encompassing evaluation of the proposed system 

using various regression performance metrics such as 

Mean Absolute Error (MAE), Mean Square Error 

(MSE), Root Mean Square Error (RMSE), Coefficient 

of Determination (R2), and cross-validation.  

The remainder of the paper is organized as follows. 

Section II discusses recent literature on churn prediction 

using telecommunication data. Section III presents the 

methodology used to develop the churn prediction system. 

Section IV discusses the experimental setup, results, and 

discussion, while section V concludes the paper and 

outlines future research directions.  

II. LITERATURE REVIEW 

In the past decades, various studies have utilized 

classification and clustering algorithms for the 

identification of customers that have the likelihood to 

leave services of telecommunication firms due to low-

services satisfaction, regulations, and lack of aggressive 

marketing strategies to attract customers. These machine-

learning models include support vector machines, logistic 

regression, tree-based algorithms, and neural networks. In 

this section, we review recent studies that utilize various 

machine learning algorithms for customer churn prediction 

in the telecommunication industry. Coussement and 

Poel [19] applied Support Vector Machines (SVM) in a 

newspaper subscription context to construct a churn model 

with higher predictive performance. The study carried out 

a comparison between two SVM parameter-selection 

techniques, required to implement support vector 

machines. These techniques were based on grid search and 

cross-validation. The researchers, through their study, 

show that support vector machines can outperform 

traditional pattern recognition when the optimal parameter 

selection procedure is applied. However, when compared 

with other machine learning models such as random forest 

and logistic regression, the proposed support vector 

machine obtained lower performance accuracy. 

Furthermore, the support vector machine model is 

sensitive to data with missing values. 

In a similar study, Vafeiadis and Diamantaras et al. [12] 

conducted a comparative study on the use of standard 

machine learning methods to resolve the challenging issue 

of customer churning prediction in the telecommunication 

industry. In the first phase of their experiments, they made 
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use of all models and evaluated them using cross-

validation on a popular, and public-domain dataset.  

To determine the most effective parameter 

combinations, they carried out a sequence of Monte Carlo 

simulations for each method applied, and for a host of 

parameters. The study results show a clear superiority of 

the boosted versions of the models against the non-boosted 

versions. SVM-POLY using AdaBoost yielded the overall 

best classifier with an accuracy of close to 97% and an  

F-measure of more than 84%. To reduce the computational 

overhead inherent in some machine learning models, 

studies have utilized logistic regression for customer churn 

prediction. Logistic regression helps to model the 

relationship between various packages provided by 

telecommunication firms and customer satisfaction. Zhang 

and Moro et al. [2] proposed a fusion of discriminant 

analysis and logistic regression and customer 

segmentation method for customer churn prediction. The 

study achieved a prediction accuracy of 93.94% accuracy. 

The author utilized factor analysis to investigate the 

business of characterization of telecom clients and to build 

a discriminant analysis model and logistic regression 

model to predict client churn segmentation data from three 

major Chinese telecommunication companies. 

Implementation of churn prediction in telecommunication 

industries using mass data was presented by Gursoy [7]. 

The study deployed logistic regression and decision tree 

machine learning models, however, low-performance 

accuracy was obtained. Consequently, further 

improvements such as feature selection and evaluation of 

simpler machine learning models such as regression 

required obtained higher performance accuracy. 

Recently, studies have also evaluated multiple classifier 

systems for customer churn prediction. These studies 

either evaluated multiple classification algorithms or 

integrate different algorithms to ascertain the best model 

for customer churn prediction. 

For example, Khodabandehlou and Zivari [20] 

developed a predictive framework for customer churn via 

six stages for accurate prediction and inhibiting customer 

churn in business. These six stages, according to the study, 

involve: 1) the collection of customer behavioral data and 

preparation of the data; 2) the formation of resultant 

variables and selection of important variables, using the 

discriminant analysis method; 3) selection of training and 

testing data and studying their proportion; 4) building of 

the prediction models by applying simple, bagging and 

boosting forms of supervised machine learning; 5) 

comparative analysis of the churn prediction models using 

various machine-learning approaches and selected 

variables; and 6) providing suitable strategies based on the 

proposed model. Their findings revealed that their model 

with an accuracy of 97.92%, performed much better in 

churn prediction, in comparison to Recency, Frequency, 

Monetary (RFM) value. Among the supervised machine 

learning methods, according to the study, Artificial Neural 

Networks (ANN) perform better with the highest accuracy, 

and the least accuracy was recorded by Decision Trees 

(DT). Jain [21] evaluated different machine learning 

models to assess which of the algorithms are good at 

discriminating customers that might churn in long run. The 

algorithms implemented include the k-Nearest Neighbors, 

fuzzy cluster, and convolutional neural networks. Even 

though experimental results show that the convolutional 

neural network proposed superior results compared to k-

NN and fuzzy clusters, the model has a higher computation 

time.  

Hadden and Rahman et al. [22] analyze the impact of 

different machine learning algorithms on the performance 

of the churn prediction model. The study evaluated three 

machine learning models such as neural networks, 

regression tree, and simple regression which showed that 

the decision tree has higher performance among other 

machine learning models analyzed in their study.  

Ahmed and Khunteta et al. [23] developed multiple 

classification algorithms by bagging for customer churn 

prediction. Experimental results obtained using two 

publicly available datasets shows that the proposed system 

obtained higher accuracy and can easily generalize to the 

new dataset. However, the model has a high computation 

time. Bilal and Almazroi et al. [1] proposed the integration 

of clustering and ensemble bagging and voting algorithms 

for churn prediction. In the study, different clustering 

algorithms were evaluated separately and combined with 

voting, bagging, and stacking ensemble methods to 

improve the performance. The integration achieved 93.6 

average accuracy on publicly available data. However, 

multiple classifier systems have high computation time 

and increased complexity as the algorithms require larger 

training data to produce good performance accuracy. 

Some studies have implemented tree-based algorithms 

and artificial neural networks for customer churn 

prediction. Tree-based algorithms combine multiple 

decision trees on independent subsects of customer churn 

data while artificial neural networks utilize multiple layers 

of neurons to train data collected from telecom customers. 

For instance, Adwan and Tiwari et al. [24] applied 

different tree-based machine learning models such as 

Glioblastoma (GBM), decision tree, random forest, and 

XGboost for customer churn prediction. In the evaluation, 

XGBoost outperformed other tree-based algorithms in 

terms of AUC and accuracy. In addition, Idris and Iftikhar 

et al. [3] proposed the use of Genetic Programming (GP)-

Adaboost method to establish a telecommunication 

companies’ customer churn prediction model with good 

understandability and intuitiveness. However, it is difficult 

to deal with the linear relationship of variables in the 

decision tree, and also challenging to handle the interaction 

impact of variables in logistic regression 

One of the major issues in churn prediction using a 

machine learning model is data imbalance. In recent 

studies, Bruez and Afzal et al. [25] proposed the 

integration of logistic regression, random forest, and re-

sampling approach to reduce the class imbalance in 

customer churn and improve prediction performance. In 

addition, the study also applied to boost algorithms to 

improve prediction accuracy. Gajowniczek and 

Ząbkowski et al. [26] implemented an artificial neural 

network embedded with an entropy cost function for the 

prediction of customer churn. However, the proposed 
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system produce poor accuracy when compared with other 

numerical methods such as decision tree, and support 

vector machine.  

Although a lot of machine learning models have been 

proposed for churn prediction in telecommunication 

sectors, these studies utilized limited numbers of machine 

learning models which makes it difficult to assess the best 

model for customer churn prediction implementation. 

Moreover, these machine learning models have high 

computation time and require a large number of datasets to 

obtain optimal performance results. There is a need for 

comprehensive implementation of different models, 

especially regression models that have shown increased 

performances. To bridge this gap in the literature, this 

paper presents an implementation of nine regression 

models for the churn prediction task. In addition, these 

models were evaluated using five performance metrics to 

ensure an all-inclusive evaluation of the proposed methods.  

III. MATERIALS AND METHODS 

The proposed regression-based machine learning for 

customer churn prediction in the telecommunication 

industry is shown in Fig. 1. The steps involved include data 

collection, preprocessing, extraction of relevant features, 

building effective telecommunication customer churn 

prediction, and evaluation of the built model using 

appropriate evaluation metrics. These steps are explained 

below.  

 

 
Figure 1. Proposed regression-based framework for the telecom customer churn prediction. 

A. Data Collection 

The first step in telecommunication customer churn 

prediction is the collection of appropriate customer data. 

In this study, we utilized a publicly available dataset to 

develop the proposed customer churn prediction model. 

The essence is to ensure the reproducibility and 

generalization of the proposed model. The dataset used is 

available on Kaggle.com (https://www.kaggle.com/ 

datasets/mnassrib/telecom-churn-datasets). The dataset 

termed “churn-big-80” contains nineteen feature variables 

that show the characteristics of clients of the 

telecommunication corporation. The class label indicates 

whether the customer has left the telecommunication 

corporation within the last month or not. The class labels 

include “No” which indicates the customer did not leave 

the organization last month while “Yes” indicate the 

customer left the organization last month. The essence of 

generating a big machine learning dataset is to analyze the 

relationship between the customer’s characteristics and the 

churn. The dataset contains customer information grouped 

into three subgroups and includes demographic 

information, customer account information, and services 

provided by the telecommunication company. The 

demographic information includes customers’ gender, 

senior citizen, relationship status, and whether the 

customer has dependents or not. Customer account 

information provides details such as the period the 

customer has stayed with the company, contact details, 

whether paperless billing or not, payment details, etc. 

Service information contains details of phone services, 

multiple lines, types of internet services, online security 
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status, online backup, etc. This information constitutes the 

feature variable to be analyzed to determine if a customer 

will leave the telecom company or not. The dataset 

information and their characteristics are shown in Table I 

below.  

TABLE I.  MODEL COEFFICIENTS TABLE 

Attributes Coefficient 

Total day minutes 6.832052e−14 

Total day calls 4.523422e−16 

Total day charge −6.785133e−14 

Total eve minutes 1.020983e−15 

Total eve calls 1.580627e−16 

Total eve charge −1.124510e−15 

Total night minutes −1.742031e−14 

Total night calls −2.570126e−18 

Total night charge 1.744569e−14 

Total intl minutes −4.374194e−15 

Total intl calls 2.256892e−17 

Total intl charge 4.507358e−15 

Customer service calls −2.242435e−16 

Churn 7.046660e−01 

 

B. Data Preprocessing 

In most cases, the collected customer data are affected 

by noise, anomalies, data duplication, and missing values. 

Therefore, data preprocessing is used to remove data 

duplication, noise, and biases anomalies, and improve the 

correlation and linear relationship between each data 

point [1]. In extracting data, we performed various data 

preprocessing steps. First, we replaced the missing values 

with the mean of the data. All the data that contain zero 

values were removed as these variables are fixed, which 

makes prediction difficult. Second, data with duplicate 

values, noise, and errors in the downloaded dataset were 

identified and removed. The preprocessed was saved for 

the identification of relevant attributes to develop the 

churn prediction model.  

C. Feature Extraction and Selection 

The feature extraction process is the identification of 

relevant and discriminative attributes to describe whether 

a telecommunication customer would leave the company 

or not. In addition, the identification of relevant attributes 

from the churn prediction dataset would help to improve 

prediction accuracy and reduce computation time. In the 

study, we utilized all nineteen attribute variables in the 

dataset. Some of the attribute variables deployed to 

implement the proposed churn prediction models include 

Total day minutes, Total day calls, Total day charge, Total 

eve minutes, Total eve calls, Total eve charge, Total night 

minutes, Total night calls, Total night charge, Total 

international minutes, Total international calls, Total 

international charge, Customer service calls, Churn. The 

churn variable is the target (dependent) variable or the 

predictor variable and while the rest were used as the 

predictor variables.  

To fully explored and understand the 

telecommunication churn dataset, we carried out data 

exploration and visualization, by creating a simple plot to 

check the data, and a correlation matrix of the heatmap to 

graphically visualize our dataset, measure their 

dependencies between the different variables, as illustrated 

in Fig. 2. The predictor variable in our dataset is the ‘Churn’ 

with two classes, 0 representing the non-churn class and 1 

representing a churned class.  

 

 

Figure 2. Correlation Heatmap showing correlation between different variables. 
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D. Regression Model Building  

The techniques and methodology used for the 

development of this model are shown in Fig. 1. We 

extensively evaluated nine for their performance and 

accurate prediction of churn in mobile telecommunication. 

The models evaluated include Linear Regression (LRM), 

Lasso Regression, Elastic Net Regression (ENR), 

Polynomial Regression (PR), Stochastic Gradient Descent 

(GDS), Ridge Regression (RR), Robust Regression (RoR), 

Support Vector Regression (SVR), and Random Forest 

Repressor (RFR). The description of these models is 

explained below.  

1) Linear Regression Model (LRM) 

In the Linear Regression model, a dataset of previous 

observations is used to understand upcoming values of 

descriptive and numerical targeted variables [27]. The 

formula for LRM is in Eq. (1)  

𝑝𝑟𝑜𝑏(𝑦 = 1)
𝑒𝛽0+∑ 𝛽𝑘𝑦𝑘

𝑘
𝑘=1

1−𝑒𝛽0+∑ 𝛽𝑘𝑦𝑘
𝑘
𝑘=1

                     (1) 

where y represents the dependent variable, B0 is the 

intercept, B1 is the regression coefficient,  is the model 

error.  

2) Lasso regression 

Lasso regression is a kind of linear regression that uses 

shrinkage. Data values like the mean are shrunk towards a 

point using shrinkage. The procedures of Lasso encourage 

models with fewer parameters [28]. The cost function for 

the lasso, or what is referred to as the least absolute 

shrinkage repression is given in Eq. (2) 

2 2

1

1 1 1 0

( ) ( )
q qk k

i i i ij j

i j j j

y x y M X N M
= = − =

= − = − +                  (2) 

where y represent dependent variable, k and q is the data 

point, is the tuning parameter and M is the coefficient 

3) Elastic net regression 

The elastic net regression algorithm applies a weighted 

grouping of L1 and L2 regularization. The goal of this 

algorithm is to minimize loss function as shown in Eq. (3).  

𝐿𝑟𝑛𝑟𝑡(𝛽) =
∑ (𝑦𝑖−𝛼𝑖

𝑡𝛽)2𝑛
𝑛=1

2𝑛
+ 𝜆(

1−𝛼

2
∑ 𝛽𝑗

2𝑛
𝑗 + 𝛼 ∑ |𝛽𝑗

𝑛
𝑗 |) (3) 

where y is the observation,  is positive regularization 

parameter, B0 and B1 are intercept and coefficient of 

interpolation.  

4) Polynomial regression model  

This regression model involves regression analysis 

where the relationship that exists between the independent 

variables and dependent variables is analyzed in a certain 

gradation, say the nth degree polynomial. Polynomial 

regression for a model for a single predictor, X, is 

represented in Eq. (4). Here, B0 and B1 are intercept and 

coefficient of interpolation and  error rate 

eXXXY n

n ++++++=  ...2

2010
             (4) 

5) Stochastic Gradient Descent (SGD) model 

Stochastic Gradient Descent (SGD) is an optimization 

technique for the unrestrained optimization process. It 

estimates the true gradient of E (w,b) such that it considers 

a particular training instance at a time. This model iterates 

over the training instance, and for every instance, it 

updates the model parameters base on the update protocol 

Eq. (5) [29]. Where, w, b represent the weight and biases, 

and y is the dependent variable. 

1

1
( , ) ( , ( )) ( )

n

i i

i

E w b L y f x R w
n


=

= +               (5) 

6) Ridge regression model 

In the ridge regression algorithm, the cost function is 

changed by the addition of a penalty comparable to the 

square of the scale of the coefficients. It minimized the cost 

function as shown in Eq. (6) [30], where y is the dependent 

variable, w is the weight, and X is the input variable.  

∑    =   (y
i
 - 𝑥i)

2
𝑘

𝑖 = 1
  =   ∑ (𝑦𝑖

𝑘

𝑖 = 1
  −   ∑ 𝑤𝑖

𝑘
𝑗 = 1 𝑋 𝑛𝑙𝑗)2  +  𝜆

∑ |𝑤𝑗
2|

𝑘

𝑗 = 1
                      (6) 

7) Robust regression model 

The robust Regression algorithm offers an alternative to 

least squares regression by needing less restrictive 

assumptions. These approaches try to diminish the 

influence of outlying observations such as to provide an 

improved fit to a good number of the data. This algorithm 

down-weights the effect of outliers, which causes their 

residuals to become larger and easier to identify. Assuming 

there is n size of the dataset, the Robust Regression is 

shown in Eq. (7) 

i

T

ii eXy +=                                  (7) 

This equation becomes as described in Eq. (8) 

 T

iii Xye ==)(                               (8) 

Here, the value of i = 1… n, and the error term have 

been rewritten )(ie  to reflect the dependency of the error 

term on the regression coefficients. 

8) Support Vector Regression (SVR) 

SVR is a supervised learning model deployed to predict 

discrete values. The Support Vector Regression (SVR) 

uses of similar principle as the SVMs. The fundamental 

idea of SVR is to discover the best-fit line. In this 

algorithm, the best-fit line is the hyperplane, which is the 

maximum number of points [31]. 

9) Random Forest Regression (RFR) 

Random forest regression is an ensemble of the decision 

tree. It is quite a robust algorithm. It grows a forest of many 

trees. It grows each tree on an independent bootstrap 

sample from the training data [32].   

E. Model Evaluation  

1) Mean Absolute Error (MAE) 

The Mean Absolute Error (MAE) represents the mean 

of the absolute difference between the actual value in the 

dataset and the predicted value of the model. Eq. (9) 

depicts the formula for the MAE. 
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       𝑀𝐴𝐸 =  
1

𝑛
∑ (𝑦𝑖 − 𝑥𝑖)

𝑛
𝑖=1                         (9) 

2) Mean Square Error (MSE) 

Mean Square Error (MSE) is scale–dependent metric 

that measures the differences between the predicted values 

and the actual values of the data being computed [15]. 

Eq. (10) illustrates the mathematical formula for the Mean 

Square Error. The best way to measure how well the 

prediction matches the observed data (model performance), 

is to use the MSE. The closer the model prediction to the 

observations, the smaller the MSE becomes. 

            𝑀𝑆𝐸 =  
1

𝑛
∑ (𝑦𝑖 − 𝑥𝑖)2𝑛

𝑖=1                   (10) 

3) Root Mean Square Error (RMSE) 

Root Mean Square Error (RMSE) evaluates the ratio of 

the variance of the dependent variable described by the 

target variable. It is used to find the accuracy of the model. 

The RMSE is modeled mathematically as illustrated in 

Eq. (11). 

𝑅𝑀𝑆𝐸   =   √
1

𝑁
  ∑ (𝑦𝑖    −  𝑥𝑖)

𝑁

𝑖 = 1

2
              (11) 

4) Coefficient of Determination (R2) 

R square has values ranging from 0 to 1. The nearer the 

R square is to 1, the more accurate the model is depicted in 

Eq. (12)  

SST

SSE
R =2                             (12) 

where  

Sum of Square of Error (SSE) is the square of the 

difference between the actual value and the mean of all the 

actual values of the dataset, defined as in Eq. (13). Here, 

�̂�𝑖is the predicted values of the dependent variable. 

𝑆𝑆𝐸   =    ∑ (𝑦𝑖   − �̂�𝑖  )
2𝑀

𝑖 = 1
                  (13) 

Sum of Square of Total (SST) is the sum of the 

difference between the actual value and the mean of all the 

actual values in the dataset, defined as in Eq. (14). 

𝑆𝑆𝑇   =    ∑ (𝑦𝑖   −  �̅�)2𝑀

𝑖 = 1
                  (14) 

5) Cross Validation (CV) 

The CV is a machine learning method for estimating a 

model by training different models on subclasses of the 

available input data and estimating them on the 

complementary subclass of the data. The chances of 

detecting over-fitting are very high when using cross-

validation, hence the reason it is applied in this study. Our 

cross-validation was performed on the training set. The 

commonest kind of cross-validation is k-fold cross-

validation. The accuracy of a model is the average of the 

accuracy of each fold. The mathematical expression for the 

k-fold prediction error is illustrated in Eq. (15).  

  𝐶𝑉(𝑓)   =  
1

𝐾
∑ 𝐿(𝑦𝑖 , 𝑓

𝐾

𝑖 = 1
(𝑥𝑖))                  (15) 

IV. EXPERIMENTAL SETUP, RESULT, AND DISCUSSION 

A. Experimental Setup 

This section describes the experimental implementation 

of the proposed machine learning-based 

telecommunication churn prediction model. The 

experiment was performed in the churn-bigml-80 dataset 

as described in Section III.A. The data were preprocessed 

and the relevant attributes were given to the regression 

models discussed in Section III.B for churn prediction. The 

data preprocessing and model building were done using 

Python programming with the relevant libraries as 

explained below.  

To train the models, we started by splitting the dataset 

into the train features (x array) and the target features (y 

array). Furthermore, we split the dataset into a training set 

(to train the model), and a testing set (to evaluate the 

model). We adopted train-test split for the data splitting 

due its reduced computation complexity and efficient 

generalization error. The percentage of the split is 70% for 

training the model and 30% for testing the trained model. 

The model was trained using the sci-kit-learn python 

library in Jupyter Notebook, while the model was 

evaluated using the regression model evaluation metrics 

listed in Section III.E. 

To be able to evaluate the model and interpret it, its 

coefficient and intercept were checked. The intercept is the 

mean value of the regression model when the predictor was 

zero. The intercept (constant) for the model is 

2.290460878885316, indicating the average dependent 

variable was 2.2905 when the predictor (Churn) was zero, 

which is a substantial effect for incentives. The 

coefficients of the variables are shown in Table II. 

TABLE II.  MODEL PERFORMANCE RESULTS 

Model MAE MSE RMSE R2 Square Cross Validation 

Linear Regression 6.46E−16 7.46E−31 8.64E−16 1 1 

Lasso Regression 7.77E−02 1.21E−02 1.10E−01 0.975684 0.031222 

Elastic Net Regression 6.79E−02 9.29E−03 9.64E−02 0.981407 0.032726 

Polynomial Regression 4.68E−15 4.67E−29 6.83E−15 1 0 

Stochastic Gradient Descent 6.20E−02 4.90E−03 7.00E−02 0.990198 0 

Artificial Neural Network 6.79E−02 9.29E−03 9.64E−02 0.981407 0 

Random Forest Regression 0.00E+00 0.00E+00 0.00E+00 1 0 

SVM Regression 2.98E−02 7.00E−03 8.36E−02 0.985991 0 

 

B. Results and Discussion 

For each regression model evaluated, all the common 

regression metrics as described in (Section II.E) were 

applied as common evaluation criteria. These metrics are 

the loss functions that we want to minimize using our 

model. The result obtained from the model evaluation is 

indicated in Table II, while Figs. 3−7 depict how the 

different regression models performed in each metric.  
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Figure 3. Performance of Regression Models in terms of MAE. 

From the results, as illustrated in Figs. 3−7, Lasso 

regression recorded the best (minimal) MAE, MSE, and 

RMSE of 7.77E−02, 1.21E−02, and 1.10E−01, 

respectively, and Regression Coefficient (R2) of 0.981407, 

and Cross-Validation of 0.031222. The best regression 

coefficient of determination (R2) was recorded by Linear 

Regression (LR), Polynomial regression, and Random 

Forest Regression (RFR) with an R2 of 1 (100%). This 

result was closely followed by stochastic gradient descent, 

Support Vector Regression, Artificial Neural Network 

(ANN), Elastic Net Regression (ENR), and Lasso 

regression which recorded R2 of 0.990198, 0.985991, 

0.981407, 0.981407, and 0.975684, respectively. The 

Linear regression model achieved a perfect Cross-

Validation of 1 (100%). It was followed by Elastic Net and 

Lasso, with cross-validation of 0.032726 and 0.031222, 

respectively, while the rest of the models had zero (0).  

 

Figure 4. Performance of Regression Models in terms of MSE. 

 

Figure 5. Performance of Regression Models in terms of MSE. 

 

Figure 6. Performance of Regression Models in terms of R-Square. 

 

Figure 7. Performance of Regression Models in terms of cross-validation. 
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The essence of this study is to find the line of best fit by 

minimizing the loss function and obtaining a larger and 

positive correlation in our model framework. Overall, the 

study hopes to determine which of the regression models 

in our framework can best minimize or reduce the loss 

function and achieve the line of best fit. Therefore, in our 

evaluation, we take the models with the least error 

estimated by MAE, MSE, RMSE, and the largest R2 (R-

squared), which indicates how well our model fits the 

observed data. The result obtained from our experiment 

indicates that Lasso Regression achieved the lowest (best) 

estimates (MAE, MSE, and RMSE), and a very large 

correlation coefficient (R2). Although Linear Regression, 

Polynomial, and Random Forest Regressions achieved an 

R2 of 1, the respective error estimates were poor in 

comparison with Lasso. Also, significant to this study is 

the accuracy and efficiency of the model on unseen data 

are of. That is, building a model that achieves better 

forecasts on unseen data and eludes under-fitting and 

overfitting, as such we performed Cross-Validation (CV) 

on the training data. The result shows that the best cross-

validation (100%) was obtained when the model was 

trained using Linear Regression. Other regression models 

recorded zero (0) CV, except Lasso and Elastic Net 

Regressions which recorded (0.031222) and (0.032726), 

respectively. The findings of the study indicate that the 

proposed Regression-Based model would perform better, 

realize the line of best fit, and would fit well the observed 

data when deployed using Lasso Regression. Lasso 

Regression recorded the least error estimated by MAE, 

MSE, and RMSE and a very large R2. The limitation, 

however, is that the model would not have the ability to 

guarantee better forecasts on unseen data and handle well 

the problem of under-fitting and overfitting since Lasso 

obtain an insignificant CV accuracy of 3.12% (0.031222).  

V. CONCLUSION AND FUTURE WORK 

The purpose of this study was to develop a machine 

learning-based framework for customer churn prediction 

in the telecommunication industry, using different 

regression models, in a view to determine which model(s) 

is best suited to predict customer movement from one 

telecom provider to the other. Several Regression models 

such as Linear Regression (LRM), Lasso Regression, 

Elastic Net Regression (ENR), Polynomial Regression 

(PR), Stochastic Gradient Descent (GDS), Support Vector 

Regression (SVR), Artificial Neural Network (ANN) and 

Random Forest Repressor (RFR), were applied to 

determine which of the model can best be deployed in the 

proposed framework. To achieve this goal, several 

regression-based metrics like MAE, MSE, RMSE, R2, and 

Cross-Validation (CV) were used to evaluate the 

performance of each regression model. Overall, the result 

indicates that the proposed framework works better when 

deployed using the Lasso Regression model, based on the 

performance of the. Lasso model in minimizing and 

reducing the loss functions, and attaining the line of best 

fit on the observed data.  
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