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Abstract—The number of internet-connected devices is rising, 

resulting in a global network of connected devices, referred 

to as Internet of Things (IoT). The technologically advanced 

agriculture industry employs IoT to monitor their 

environment and automate required functionality. IoT 

devices generate enormous amount of confidential and 

critical data, hence, securing the information is of significant 

importance. This research proposes integrating 

computationally intensive Machine Learning (ML) classifiers 

with resource-constrained IoT devices in order to safeguard 

the obtained data. This study analyses Naïve Bayes and 

Decision Tree for a cutting-edge Edge-IIoTset cybersecurity 

dataset encompassing 15 classes of IoT traffic derived from 

Soil Moisture, Temperature, Humidity, Water Level, and 

Water pH Sensors to enhance IoT data security. The 

experimental results of both the ML classifiers on given 

subsets of Edge-IIoTset presented Decision Tree as superior 

option, achieving accuracy of 72% and 73% for ML and 

DNN Edge-IIoTset respectively as compared to Naïve Bayes 

with accuracy of 47% and 45% respectively. 

 

Keywords—internet of things, anomaly detection, malicious 

activity classification, naïve bayes, decision tree 

 

I. INTRODUCTION 

In today’s technologically advanced era, the number of 

internet-connected objects is growing exponentially, 

resulting in a global network of connected items referred 

to as Internet of Things (IoT). IoT devices are able to 

monitor their surroundings, gather data, and transmit 

information to a remote system, which can then be utilized 

for data analysis and decision-making [1, 2]. It is 

anticipated that by 2025, between 60 to 75 billion IoT 

devices will be interconnected globally [3]. In an IoT 

network, things are interconnected via Bluetooth, Wireless 

Sensor Networks (WSN) or wireless mobile 

telecommunications technologies (3G, 4G, and 5G) in 

order to transmit collected data via the internet [4]. IoT has 

countless applications in several domains, such as 

agriculture, transportation, energy, healthcare, smart cities, 

and industry, etc. [5]. 

Agriculture is essential to the existence, growth, and 

advancement of mankind since it provides the vast 

majority of food [6]. The advanced technological 

agriculture industry strives to improve the quality and 

output of agricultural goods by utilizing IoT to sense 

environmental data to promptly meet crop 

requirements [7]. An agricultural IoT network generates a 

vast amount of data that often needs to be accessed 

remotely. The most of this generated data is confidential 

and valuable; therefore, its security is of utmost 

importance. However, because of their limited 

computational capabilities, they are unable to analyze 

massive volumes of data in a limited span of time and are 

more susceptible to attacks such as Distributed Denial of 

Services (DDoS), Man in the Middle (MITM) Attack, 

Backdoor Attack and Ransomware Attack etc. [8, 9]. 

Machine Learning (ML) is employed to boost 

computational capabilities and make IoT devices more 

resistant to intrusions and attacks. IoT along with ML is 

transforming the way of living and growing more rapidly 

than ever. IoT has emerged as the dominant technology 

with the fastest evolution rate, complemented by ML, 

which made IoT devices smart, intelligent, and automated. 

ML focuses mostly on algorithm development that 

enables machines to independently learn from data and 

experiences, find patterns, and make predictions with 

minimum human intervention [10]. The two most 

prominent types of ML are Supervised Learning and 

Unsupervised Learning. 

A. Supervised Learning 

Machines are trained on labelled data and given the 

ability to predict outputs based on the provided training. 

The machine is thereby trained using the input and 

matching output [11]. Both the input and output values are 
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known; however, the mapping function is unknown (see 

Fig. 1). 

 

 

Figure 1. Supervised learning. 

The expression that is formulated by ML to map input 

data to output is known as the “Mapping Function”. The 

function shows how the elements are paired. 

Mathematically, for the input (X) and output (Y), ML 

algorithms seek the optimal mapping function (f) such that 

(see Eq. (1)): 

 

𝑌 = 𝑓 (𝑋) 
 

Supervised learning can be utilized for classification 

and regression scenarios. Naïve Bayes, Nearest Neighbor, 

and Decision Trees etc. are few of notable supervised 

learning ML techniques. 

B. Unsupervised Learning 

Machines are trained on unlabeled data, and it aims to 

group the unsorted data based on the similarities, 

differences, and patterns [12]. Both the mapping function 

and output values are unknown; however, the input is 

known (see Fig. 2). 

 

 

Figure 2. Unsupervised learning. 

In such scenarios, ML algorithms map the function that 

finds similarity among different input data instances 

(samples) and group them based on the similarity index, 

which is the output for unsupervised learning. It can be 

utilized for clustering and association scenarios. Gaussian 

Mixture, Fuzzy C-Means, Hierarchical and Hidden 

Markov Model etc. are few of notable unsupervised 

learning ML techniques. 

C. Semi-supervised Learning 

 

 

Figure 3. Semi-supervised learning. 

Machines are trained on the combination of labeled and 

unlabeled data. It employs labeled data to learn how to 

classify new data points and unlabeled data to enhance its 

predictions. By combining both labeled and unlabeled data, 

semi-supervised learning improves the accuracy of the 

model and reduce the volume of labeled data required for 

training. In semi-supervised learning, the input is known 

and the mapping function is unknown, while the output is 

divided into two distinct groups, one of which is known 

and the other is unknown (see Fig. 3). 

Semi-supervised learning can be utilized for 

classification, regression as well as for clustering and 

association scenarios. 

Despite the fact that a substantial amount of research has 

been conducted in agricultural IoT security, however, the 

majority of the conducted research work is based on either 

a restricted amount of data or a relatively limited diversity 

of IoT attacks. The proposed research work focuses on 

finding the optimal ML technique between two renowned 

ML classifiers. i.e., Naïve Bayes and Decision Tree for 

classification and identification of normal and vast variety 

of malicious activities specifically in agricultural IoT 

domain using Edge-IIoTset. Thus, bridging the gap 

between computationally excessive ML techniques and 

resource constrained agricultural IoT devices to improve 

system’s security as well as efficiency. 

The organization details of the paper are as follows. 

Section II: Background Study discusses the related work 

linked with classification and identification of malicious 

IoT activities utilizing both Naïve Bayes and Decision 

Tree classifiers. Section III: Methodology discusses the 

implementation details in depth, and Section IV: Results 

& Discussion presents the important findings of this study. 

Finally, Section V: Conclusion concludes the paper by 

declaring the optimal classifier specifically for Edge-

IIoTset. 

II. BACKGROUND STUDY  

Due to the exponential growth of IoT devices, the 

significance of IoT security is increasing constantly. There 

has been a considerable amount of work done in IoT 

security and malicious activity’s detection, some of which 

is discussed below. To strengthen the process of 

understanding, the background study is divided into the 

following two subsections: 

A. Naïve Bayes 

Naïve Bayes is a useful classification technique for both 

binary and multi-class classification. It is a method of 

categorization (classification) which is based on 

supervised learning and Bayes’ theorem (see Eq. (2)), 

assuming all features stated in a dataset are independent, 

meaning one feature has no effect on other feature, hence, 

the name “naive”. The probability of an occurrence is 

computed based on the frequency of values in historical 

data using the given formula [13]: 

 

𝑃(𝐴 | 𝐵) =  
𝑃(𝐵 |𝐴) 𝑃(𝐴)

𝑃(𝐵)
 

 

In Eq. (2), P (A | B) is posterior probability of class 

given predictor, P (B | A) is likelihood, P(A) is prior 

probability of class and P(B) is prior probability of 

predictor. Naïve Bayes is able to classify data by assigning 

a label to the records using conditional probability [14, 15]. 

(1) 

 

(2) 
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It functions optimally when the dataset is small and rich in 

attributes. Moreover, it can manage both continuous and 

discrete data. 

Foo et al. [16] presented an anomaly detection 

approach utilizing K-Means and Ada-boosted Naïve Bayes 

classifier along with UNSW-NB15 [17] and TON IoT 

telemetry datasets [18]. The approach utilizes 

unsupervised k-means clustering to initially group attacks 

into 7 categories, and Ada-Boosted Naïve Bayes algorithm 

assists the clusters to determine which group corresponds 

to a particular attack. The suggested work claims to 

achieve 90% to 100% scores (accuracy, precision, and 

recall). 

Majeed et al. [19] proposed an approach for developing 

IoT assisted drones with an intelligent cybersecurity 

system that will aid in detecting network security threats. 

The proposed work utilized Naïve Bayes with KDD’99 

dataset [20] for this purpose. The suggested approach 

achieved an accuracy of 96.3%. Mehmood et al. [21] 

suggested an approach to secure IoT environment from 

DDoS attacks. The study utilized Naïve Bayes along with 

NSL-KDD [22] for threat detection. Manimurugan [23] 

suggested a method to connect IoT devices to cloud and 

fog computing for anomaly detection. This approach 

utilized Naïve Bayes and Principal Component Analysis 

(PCA) for anomaly detection. The suggested work utilized 

UNSW-NB15 dataset [17] and achieved an accuracy of 

92.48%. 

B. Decision Tree 

A decision tree is a supervised learning method used for 

both classification and regression analysis. The decision 

tree functions optimally with both categorical and numeric 

data. They are hierarchical data structures that divide input 

data space into several subspaces in order to predict target 

variables [24]. The decision tree consists of the root node, 

internal nodes, leaf nodes, and branches (see Fig. 4). 

 

 

Figure 4. Basic structure of decision tree. 

1) Root node 

It marks the starting point of the tree and is the top 

node [25]. It may have one or more child nodes, but can 

never have sibling nodes and represents the entire dataset 

to be analyzed. 

2) Internal node 

It is also known as chance node, extends from the parent 

node and is linked by branch. Internal node branches will 

connect to other internal nodes or leaf nodes [26]. 

3) Leaf node 

It is also known as terminal node or end node, marks the 

end point of the tree and cannot be further divided. It 

represents the final result [27]. 

Information gain and entropy are the most typical 

attribute selection measures. Information gain determines 

which specific feature most effectively separates the 

training dataset depending on the target classification, 

whereas entropy assesses the randomness of the 

dataset [25]. Entropy and information gain can be 

calculated as follows (see Eqs. (3) and (4)): 

 

𝐸 (𝑆) =  ∑ 𝑥𝑖 − 𝑃𝑖 𝑙𝑜𝑔2 𝑃𝑖

𝑐

𝑖=1

 

 

In Eq. (3), E represents entropy and Pi represents the 

probability of samples S belonging to a class i. 

 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸(𝑆) −  ∑
|𝑆𝑣|

|𝑆|
𝑣 ∈ 𝑣𝑎𝑙𝑢𝑒𝑠 (𝐴)

𝐸(𝑆𝑣) 

 

In Eq. (4), v is the possible values for attribute A, S is 

the set of samples and Sv is a subset of samples where S=v. 

Ferrag et al. [28] proposed an intrusion detection system 

(IDS) using decision tree along with CICIDS2017 

dataset [29] and the BoT-IoT dataset [30]. The suggested 

work was able to classify the IoT traffic as “Normal” or 

“Attack” and achieved accuracy of 96.665% and 96.995% 

for both datasets respectively. Injadat et al. [33] presented 

ML framework utilizing decision tree to identify attacks 

on IoT devices. The suggested framework was able to 

classify IoT traffic into two classes (i.e., Normal and 

Attack). Using Bot-IoT dataset [30], the suggested 

framework’s performance is assessed and achieved an 

overall accuracy of 99.99%. Leevy et al. [34] presented a 

classification approach for received IoT traffic. A minimal 

number of dataset features and a decision tree classifier are 

employed by this approach. To obtain the desired results, 

the work requires predictive models to have AUC and 

AUPRC mean scores greater than 0.99.  

Douiba et al. [31] implemented an anomaly detection 

model using decision tree and gradient boosting along with 

NSL-KDD [22], BoT-IoT [30], and Edge-IIoTset [35] 

datasets. The suggested work was able to classify various 

IoT attacks and achieved an accuracy of 99.9%. Pohan et 

al. [32] developed an IoT security mechanism to detect 

injection attack using Catboost, Decision Tree, Support 

Vector Machine (SVM), and Multilayer Perceptron (MLP) 

along with Edge-IIoTset [35] dataset. The suggested 

mechanism was able to detect only one IoT threat (i.e., 

injection attack) with the overall accuracy of 95.59% for 

Catboost, 93.47% for Decision tree, 91.83% for SVM and 

93.46% for MLP. 

The aforementioned literature on IoT security either 

deals with a small amount of data or a very limited variety 

of IoT attacks. Also, it is not appropriate to evaluate and 

rank the performance of various ML classifiers utilizing 

different datasets. The proposed work will address each of 

(4) 

 

(3) 

Journal of Advances in Information Technology, Vol. 14, No. 4, 2023

813



these concerns. The contribution of this research is to 

identify the optimal ML classifier capable of detecting the 

most number of IoT attack classes based on different 

volumes of data from the same dataset specifically for 

agricultural applications. 

III. METHODOLOGY 

Presently, various ML techniques and classifiers for 

detecting and classifying IoT based normal and attack data 

traffic claim to be optimal. However, it is not possible to 

evaluate their performance and effectiveness in the various 

scenarios including diverse datasets with variable numbers 

of training/testing records and IoT attacks. In order to 

validate their claims, this proposed research seeks to 

establish a solid foundation for ML classifier selection for 

protecting IoT networks against attacks by comparing 

Naïve Bayes and Decision Tree on a single dataset 

specifically for agricultural applications. This research 

focuses on using ML based classifiers in IoT agriculture 

domain.  

 

 

Figure 5. Intended methodology Pipeline. 

The two ML classifiers (Naïve Bayes and Decision Tree) 

are arbitrarily selected specifically for the diverse and 

state-of-the-art dataset "Edge-IIoTset" available for public 

research. This study contributes to exploring the use of ML 

classifiers for efficiently detect and classify IoT traffic into 

“Normal” and “Attack” classes to take timely required 

actions. The findings of this study will provide a basis for 

declaring Naïve Bayes or Decision Tree as the optimal 

choice for classifying IoT traffic for agricultural 

applications based on a specific dataset. The Fig. 5 

represents the proposed pipeline of an intended 

methodology. 

A. Dataset 

The selection of datasets is crucial for the detection and 

classification of IoT attacks. The state-of-the-art Edge-

IIoTset [35] public IoT security dataset is selected. The 

dataset contains data regarding IoT traffic, having a total 

of 15 classes, including 14 classes of IoT attacks and 1 

class of normal IoT data (see Table I). In the proposed 

study, the public dataset is utilized since public datasets 

allow researchers to compare their valuable contributions 

to those of others. 

TABLE I. EDGE-IIOTSET DETAILS [35] 

IoT Traffic Class Records 

Normal Normal 11,223,940 

Attacks 

Backdoor 24,862 

DDoS HTTP 229,022 
DDoS ICMP 2,914,354 

DDoS TCP 2,020,120 

DDoS UDP 3,201,626 

Fingerprinting 1,001 

MITM 1,229 

Password 1,053,385 
Port Scanning 22,564 

Ransomware 10,925 

SQL Injection 51,203 
Uploading 37,634 

Vulnerability Scanner 145,869 

XSS 15,915 
Backdoor 24,862 

Total 20,952,648 

 

The dataset is derived from Soil Moisture, Temperature, 

Humidity, Water Level and Water pH Sensors etc., and can 

be used for agricultural IoT security applications. The 

following are the specifics of the IoT data traffic classes 

included in the Edge-IIoTset dataset: 

(1) Normal: Legitimate data and requests. 

(2) Backdoor Attack: Installs backdoors to take 

control of vulnerable IoT network components. 

(3) DDoS HTTP Attack: Manipulates HTTP and 

post unwanted requests [36, 37]. 

(4) DDoS ICMP Attack: Overwhelms the target 

device with Internet Control Message Protocol 

(ICMP) echo requests (pings). 

(5) DDoS TCP Attack: Overwhelms the target 

device with SYN requests to disable it to respond 

to new connection requests. 

(6) DDoS UDP Attack: Overwhelms the target 

device with numerous User Datagram Protocol 

(UDP) packets to disable its processing and 

responding capabilities. 

(7) Fingerprinting Attack: Analyzes IoT data 

packets to identify IoT device and server 

vulnerabilities. 

(8) MITM Attack: Intercepts the communications 

between two IoT devices or IoT device and a 

server [38]. 

(9) Password Attack: Gains unauthorized access to 

an IoT device by cracking its password. 

(10) Port Scanning Attack: Identifies the IoT 

network’s weak points or open doors. 

(11) Ransomware Attack: Encrypts IoT data or 

systems to block or restrict access till the subject 

pays a ransom [39, 40]. 

(12) SQL Injection Attack: Reads/ inserts/ updates/ 

delete sensitive information from the database by 

injecting SQL query. 
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(13) Uploading Attack: Uploads files that contain 

malware command in order to control the device. 

(14) Vulnerability Scanner Attack: Searches and 

identifies IoT network security vulnerabilities. 

(15) Cross-site Scripting (XSS) Attack: Sends a 

malware script to the user, allowing access to 

sensitive data [41]. 

ML-Edge-IIoTset and DNN-Edge-IIoTset are two 

subsets of Edge-IIoTset given by the dataset’s developers 

(see Tables II and III).  

TABLE II. ML-EDGE-IIOTSET DETAILS [35] 

IoT Traffic Class Records 

Normal Normal 24,301 

Attacks 

Backdoor 10,195 

DDoS HTTP 10,561 

DDoS ICMP 14,090 

DDoS TCP 10,247 

DDoS UDP 14,498 

Fingerprinting 1,001 

MITM 1,214 

Password 9,989 

Port Scanning 10,071 

Ransomware 10,925 

SQL Injection 10,311 

Uploading 10,269 

Vulnerability Scanner 10,076 

XSS 10,052 

Backdoor 24,862 

Total 157,800 

TABLE III. DNN-EDGE-IIOTSET DETAILS [35] 

IoT Traffic Class Records 

Normal Normal 1,615,643 

Attacks 

Backdoor 24,862 

DDoS HTTP 49,911 

DDoS ICMP 116,436 

DDoS TCP 50,062 

DDoS UDP 121,568 

Fingerprinting 1,001 

MITM 1,214 

Password 50,153 

Port Scanning 22,564 

Ransomware 10,925 

SQL Injection 51,203 

Uploading 37,634 

Vulnerability Scanner 50,110 

XSS 15,915 

Backdoor 1,615,643 

Total 2,219,201 

 

The developers of Edge-IIoTset suggested utilizing 

ML-Edge-IIoTset when employing ML techniques, while 

DNN-Edge-IIoTset when employing deep learning 

techniques. Each of these subsets contains all classes from 

the entire dataset, but varying quantities of data to 

accommodate the requirements of investigators. 

B. Data Preprocessing 

Edge-IIoTset contains a total of 63 attributes, 17 of 

which are of the “object” type containing null, zero values 

and mixed datatype. These object attributes may comprise 

integer, floating-point, or string data and are denoted as 

“Not a Number (NaN)”; however, they have no 

significance on the application of ML techniques. The 

datasets (ML-Edge-IIoTset and DNN-Edge-IIoTset) are 

preprocessed by removing all attributes having all zero, 

null and NaN values, leaving 46 attributes to be utilized 

for classification. 

As depicted in Tables I–III the datasets are significantly 

unbalanced. Unbalanced class distribution in the training 

dataset is the cause of the imbalanced classification 

problem. These unbalanced datasets are transformed into 

balanced datasets using a data augmentation approach 

referred to as Synthetic Minority Oversampling Technique 

(SMOTE), in order to address the imbalance issue, 

yielding in balanced datasets (see Tables IV and V) with 

exact of 6.66% data for each class. To equalize class 

distribution, SMOTE generates synthetic samples for the 

minority class. This is accomplished by selecting instances 

at random from the minority class, locating their k-nearest 

neighbors (which are often members of the same class), 

and producing synthetic examples as a linear combination 

of the selected instance and its neighbors. This procedure 

is carried out multiple times until the appropriate level of 

class balance is attained. 

TABLE IV. BALANCED ML- EDGE-IIOTSET DETAILS 

IoT Traffic Class Records 

Normal Normal 24,301 

Attacks 

Backdoor 24,301 

DDoS HTTP 24,301 

DDoS ICMP 24,301 

DDoS TCP 24,301 

DDoS UDP 24,301 

Fingerprinting 24,301 

MITM 24,301 

Password 24,301 

Port Scanning 24,301 

Ransomware 24,301 

SQL Injection 24,301 

Uploading 24,301 

Vulnerability Scanner 24,301 

XSS 24,301 

Backdoor 24,301 

Total 364,515 

TABLE V. BALANCED DNN-EDGE-IIOTSET DETAILS 

IoT Traffic Class Records 

Normal Normal 1,615,643 

Attacks 

Backdoor 1,615,643 

DDoS HTTP 1,615,643 
DDoS ICMP 1,615,643 

DDoS TCP 1,615,643 

DDoS UDP 1,615,643 
Fingerprinting 1,615,643 

MITM 1,615,643 

Password 1,615,643 
Port Scanning 1,615,643 

Ransomware 1,615,643 

SQL Injection 1,615,643 
Uploading 1,615,643 

Vulnerability Scanner 1,615,643 

XSS 1,615,643 
Backdoor 1,615,643 

Total 24,234,645 

 

Both the datasets are divided into training sets 

(comprising 70% of the datasets) and test sets (comprising 

30% of the datasets). 
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C. ML Classifiers 

Naïve Bayes and Decision Tree are selected for the 

proposed comparative study. The specifics of both the 

mentioned classifiers are already discussed in the 

Background Study. 

D. Evaluation Metrics 

Evaluation metrics are used to evaluate the performance 

of the statistical and ML models. To compare the 

performances of Naïve Bayes and Decision Tree, the 

following four evaluation metrics are used. 

1) Accuracy 

Accuracy is a measurement of the system’s true 

performance in correctly detecting and rejecting objects. It 

is the ratio between correct observations and total 

observations (see Eq. (5)). It is commonly expressed in 

percentage [42]. 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑛

𝑇𝑃 + 𝑇𝑛 + 𝐹𝑃 + 𝐹𝑛 
 

 

2) Precision 

The correctly recognized positive samples relative to the 

total number of predicted positive samples (both true and 

false) determines precision [43, 44]. It is the ratio between 

correct observations and total observations for a particular 

class (see Eq. (6)). 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 
 

 

3) Recall 

The recall is the proportion of accurately identified 

positive samples relative to the total positive samples (see 

Eq. (7)). The greater the recall, the greater. the number of 

positive samples identified [43]. 
 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑛 
 

 

4) F1-Score 

The F1-Score is determined by calculating the harmonic 

mean of the precision and recall of a classifier to create a 

single statistic (see Eq. (8)). It is typically used to compare 

the outcomes of two distinct classifiers [42–44]. 
 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

In Eqs. (5)–(8), TP is positive, and the predicted value 

is also positive, Tn is negative, and the predicted value is 

also negative. Similarly, FP is negative, and the predicted 

value is positive, FN is positive, and the predicted value is 

negative. A TP predicts the positive class of a model 

correctly, likewise, a Tn predicts the negative class of a 

model correctly. 

IV. RESULTS AND DISCUSSION 

In this research, Edge-IIoTset (ML Edge-IIoTset and 

DNN Edge-IIoTset); an open access dataset of IoT data 

traffic (both authentic and malicious) has been used for 

training and testing purposes. The proposed research 

examined two approaches; Naïve Bayes and Decision Tree 

for the selected dataset. In order to predict and compare the 

performance of both classifiers, for both subsets of Edge-

IIoTset (i.e., ML Edge-IIoTset and DNN Edge-IIoTset) 

evaluation metrics (accuracy, precision, recall and F1-

score) are calculated.  

 

 

Figure 6. Naïve bayes: ML-Edge-IIoTset testing for 15 IoT traffic classes. 

(5) 

(6) 

(7) 

(8) 
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The research’s findings and analyses shed light on how 

well Naive Bayes and Decision Tree classifiers work at 

identifying and categorizing harmful IoT data traffic. The 

results show without a doubt that the Decision Tree 

classifier performs better than the Naive Bayes classifier. 

This can be due to the Decision Tree’s proficiency in 

handling the dataset’s complicated linkages, which 

enhances generalization and predictability. Additionally, 

the open access Edge-IIoTset dataset has demonstrated to 

be a trustworthy and useful tool for researchers and 

industry professionals, enabling them to better 

comprehend and handle the difficulties brought on by 

harmful IoT data flow. 

 

 

Figure 7. Decision tree: ML-Edge-IIoTset testing for 15 IoT traffic classes. 

 

Figure 8. Naïve bayes: DNN-edge-IIoTset testing for 15 IoT traffic classes. 
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Figure 9. Decision tree: DNN-edge-IIoTset testing for 15 IoT traffic classes. 

Figs. 6–9 represents precision, recall and F1-score of 

Naïve Bayes classifier and Decision Tree (at a maximum 

depth of 7), calculated for ML Edge-IIoTset, while Figs. 8 

and 9 represents precision, recall and F1-score of Naïve 

Bayes classifier and Decision Tree (at a maximum depth 

of 7), calculated for DNN Edge-IIoTset respectively. 

TABLE VI. EVALUATION METRICS 

Classifier Dataset Accuracy Precision Recall F1-Score 

Naïve Bayes ML-Edge-IIoTset 47% 0.49 0.46 0.43 

Decision Tree ML-Edge-IIoTset 72% 0.68 0.71 0.68 

Naïve Bayes DNN-Edge-IIoTset 45% 0.46 0.44 0.40 

Decision Tree DNN-Edge-IIoTset 73% 0.70 0.72 0.69 

 

 

Figure 10. Evaluation metrics: Naïve bayes vs. decision tree. 
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Table VI lists the attained average evaluation metrics 

for the specified subsets of the Edge-IIoTset including 

both ML classifiers for detecting and classifying malicious 

IoT data traffic and clearly demonstrates that the Decision 

Tree outperform Naïve Bayes (see Fig. 10). 

V. CONCLUSION 

The number of IoT devices is rapidly increasing. IoT 

devices gather and communicate massive amounts of data, 

which are then analyzed using ML techniques for 

classification or prediction purposes to make IoT devices 

more secure and impervious to harmful assaults by 

enabling them to make decisions autonomously. In this 

study, two ML classifiers are examined for two subsets of 

Edge-IIoTset in which the volume of records differs 

between the subsets. ML Edge-IIoTset consists of fewer 

records than DNN Edge-IIoTset. ML takes more time to 

process when dealing with larger datasets. The results 

clearly shows that the Naïve Bayes performs better for 

ML-Edge-IIoTset as compared to DNN-Edge-IIoTset and 

Decision Tree performs better for DNN-Edge-IIoTset as 

compared to ML-Edge-IIoTset. 

The assumption of independent predictors in Naive 

Bayes may have contributed to its less effective 

performance, which was less encouraging. The main 

finding of this study is that the amount of data directly 

influences how well ML classifier’s function, with 

Decision Trees performing better as the dataset size 

increases and Naive Bayes performing worse. Overall, 

Decision Tree outperforms Naïve Bayes. 

The limited availability of cellular networks and the 

internet in rural areas, which are required for the IoT 

devices to function and communicate, is the primary 

limitation of the proposed research when implementing the 

proposed study in a real-world scenario. In the future, a 

framework will be devised to address cellular network 

limitations in order to enable IoT use in rural areas. 
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