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Abstract—Nowadays, the development of big data, cloud 

computing, and the internet of things has led to an increase 

in sharing data. Through the data mining process, some 

valuable information can be discovered from such shared 

data. However, most shared data contain personal sensitive 

information such as users’ location information or disease 

status and attackers, by analysing such data, may also 

extract some private (sensitive) information of the user and 

this can result in threats against the user's privacy. 

Therefore, before sharing data or making it open we must 

apply privacy techniques to protect the sensitive 

information in the data. In this paper, we propose a new 

approach as well as a technique to guarantee k-anonymity, 

the most popular privacy protection technique, in the data. 

The main idea is to design an algorithm to organize 

tuples/records in the data into groups and then migrate 

tuples between the groups such that all the groups satisfy k-

anonymity. Specifically, the proposed algorithm also 

maintains the significant association rules in the k-

anonymity data so that the data mining process, based on 

association rule mining, can preserve valuable information 

as in original data. We perform experiments to evaluate the 

performance and data utility of our proposed technique in 

comparison with state-of-the-art anonymization techniques. 

The experimental results show that our technique 

outperforms such state-of-the-art ones.   

 

Keywords—k-anonymity,  privacy preserving,  privacy 

protection, sharing data, open data 

 

I. INTRODUCTION 

Open data and sharing data have been trends for recent 

years [1]. Through the data mining process, some 

meaningful and valuable information can be discovered 

from such shared or open data. However, most shared 

data contain personal sensitive information such as users’ 

location information or disease status and attackers, by 

analysing such data, may also extract some private 

(sensitive) information of the user and this can result in 

threats against the user's privacy. Therefore, some 

privacy techniques have been proposed to preserve the 

privacy of the data before sharing or opening it. 

Randomization is a kind of such techniques to remove 

or modify personal information in the original data (i.e., 
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the data before sharing). Assume that we have a dataset. 

𝑋 =  {𝑥1, 𝑥2, . . . , 𝑥𝑁 } . For every 𝑥𝑖 , the randomization 

technique will add a noise based on the random 

distribution function 𝑓𝑌(𝑦) with independent components 

{𝑦1, 𝑦2, . . . , 𝑦𝑁}. The transformed dataset {𝑧1, 𝑧2, . . . , 𝑧𝑁} = 

{𝑥1 + 𝑦1, 𝑥2 + 𝑦2, . . . , 𝑥𝑁 + 𝑦𝑁}  satisfies the privacy 

requirement since the original sensitive information has 

been changed so it is impossible or difficult to recover. 

Besides randomization, k-anonymity [2−4] is one of the 

most popular techniques to preserve privacy. The main 

idea of k-anonymity is to transform the original dataset to 

a modified version in which for every record Ri, there are 

at least k−1 other records with the same values on quasi 

attributes (i.e., the attributes that can combine to uniquely 

reidentify a person). Most of the implementations of k-

anonymity (i.e., k-anonymity algorithms) are based on 

generalization (a data value can be transformed to higher 

representation) or suppression (the data value is 

suppressed to a compact one) approaches. Incognito [5], 

OKA [6], KACA [7] are notable representatives in 

suppression approach while GCCG [8] is an algorithm 

based on clustering and generalizing the quasi-attribute 

values of the records in each cluster.  

Clearly, the data mining process can help to extract 

some valuable information from shared or open 

data [9−12]. However, the results of the data mining 

process are only significant if the shared data is the same 

or “very close” to the original data (i.e., the valuable 

information in the original data is also maintained in the 

shared data). Unfortunately, most k-anonymity 

algorithms mentioned above only concentrate on general-

purpose applications. Therefore, using such algorithms to 

anonymize the original data (to protect the privacy) and 

then share the anonymized data can lead to insignificant 

results in the data mining process later because the 

anonymized data may be “very different” to the original 

version. This demands the development of new 

algorithms for not only transforming datasets to achieve 

k-anonymity but also maintaining significant information 

for the data mining process.   

Intuitively, generalization and suppression approaches 

may not be useful to preserve significant information 

because the information in the original data will be 

changed to general or compressed versions (and so the 

original values of the information also change).  
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In Ref. [12−14], the authors proposed and demonstrated 

the novel idea and a general algorithm for an approach 

called tuple member migration. This approach is based on 

migrating records (or group tuple members) between 

groups and converting their quasi-attribute values to 

assure that all tuple members of a group have the same 

values on quasi attributes (to obtain k-anonymity). 

Moreover, we can improve this approach by keeping 

significant tuples and converting only less significant 

ones. By this, significant information is maintained in 

anonymized data and thus ready for the data mining 

process later. 

In this paper, we follow the tuple member migration 

approach and propose an effective algorithm to obtain k-

anonymity that outperforms state-of-the-art algorithms. 

Specifically, the proposed algorithm also maintains the 

significant association rules in the k-anonymity data so 

that the data mining process, based on association rule 

mining, can preserve valuable information as in original 

data. We also perform experiments to evaluate our 

proposed technique in comparison with state-of-the-art 

anonymization technique. The experimental results show 

that our technique outperforms such state-of-the-art ones.  

The rest of the paper is organized as follows. Section II 

gives a brief survey of related works such as k-anonymity 

and the data mining. We also state the general problem 

that relates to privacy preserving in data sharing 

(anonymized and mined process) and propose the general 

structure for anonymized and mined technique. Section 

III presents the main algorithm of the technique that 

implements the tuple member migration idea to preserve 

the privacy in data. The experiment for evaluating the 

quality of data after the anonymization is shown in 

Section IV. Concluding remarks and future works are 

discussed in Section V. 

II. K-ANONYMITY, TUPLE MEMBER MIGRATION METHOD, 

AND DATA MINING 

The goal of k-anonymity is to transform the dataset to 

a new one which satisfies the requirement that for every 

record Ri, there are at least k−1 other records with the 

same values on Quasi-Identifier (QI) attributes (for short, 

quasi attributes). For convenience, with the purpose of 

more understanding about k-anonymity, we briefly 

provide the definitions and examples of k-anonymity in 

Tables I−IV as follows: 

TABLE I. K-ANONYMITY, TYPES OF ATTRIBUTES IN A DATASET 

Type of 

Attributes 
Description Example 

Explicit 

identifier 

Attributes explicitly identify people 

or objects. 
ID, NAME 

Quasi 

attributes 

A collection of characteristics that 

can be used to identify people or 

objects. 

AGE, SEX, 

ZIP 

Sensitive 

attributes 

Sensitive information that needs to be 

concealed 

SALARY, 

DISEASE 

 

Firstly, Table I introduces about three main types of 

attributes that a dataset might have with the descriptions 

of each type. In Table II, we have an example dataset D 

about salary information of employees in a company. In 

such data, ID is the explicit identifier. Normally, explicit 

identifiers will be deleted from the original dataset before 

sharing the dataset so that no one can know which record 

in the dataset belongs to whom. We assume salary is a 

sensitive attribute (i.e., the private information of one 

employee that he does not want to disclose). AGE, SEX, 

and ZIP are quasi attributes (i.e., the combination of the 

values of AGE, SEX, and ZIP may re-identify an exact 

employee with ID and SALARY). For example, the 

values 24, M, and 641015 of AGE, SEX, and ZIP will 

identify the user ID 1 (because only user 1 has such data) 

and then attacker can know the SALARY of user 1 (the 

sensitive data of user 1 is disclosed, i.e., the privacy is 

violated). 

TABLE II.  EXAMPLE OF DATASET D 

ID AGE SEX ZIP SALARY 

1 24 M 641015 78000 

2 23 F 641254 45000 

3 39 M 610002 85000 

4 34 M 610410 20000 

5 50 M 610410 50000 

 

Assume that the data in Table II will be shared to 

certain people or organizations (i.e., data collectors). 

Clearly, if the original data in Table II are shared to the 

collectors (e.g., it is possible an attacker), the attacker can 

know about the sensitive data of the users as mentioned 

above. Thus, to preserve privacy, we need to modify the 

original data in Table II to hide the private information 

before sharing such data to collectors. Next, we show 

how to perform k-anonymity on the dataset D in Table II 

to hide the private data. Table III shows the output of 

Table II after applying a certain k-anonymity algorithm 

based on generalization and suppression such as OKA [6], 

KACA [7] and GCCG [8]. Because ID is the explicit 

identifier, it will be hidden after the anonymization. 

Salary is the sensitive attribute and intuitively, we can 

hide the salary data in the output Table III and so, the 

attacker cannot know the salary of any user (privacy is 

protected). However, in many real cases, the data in 

sensitive attributes contain valuable information for the 

data collector. Therefore, they must be kept as in the 

original data when sharing the data to collectors (e.g., 

because sensitive attributes are valuable data, so if we 

hide or delete them from the original data, the shared data 

becomes useless to the collectors). The data in each cell 

of the quasi attributes (AGE, SEX, and ZIP) are 

generalized to a more general one, e.g., the data 24 of 

AGE is modified to become 20–30. Now, based on Table 

III, the attacker can get difficulty in deciding the exact 

salary information of any user. 

At this time, we are ready to share D’ (Table III) to the 

data collectors. By using some data mining techniques, 

the data collectors wish to extract some valuable 

information from D’ (for example, how many male 

employees whose income is over 70000). However, as 
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you can see in the Table III, the data in quasi attributes 

are modified (generalized) to other values that are 

different from the original data, thus, when the collectors 

mine such data (using data mining techniques), the 

obtained results may not be valuable.  

TABLE III.  EXAMPLE OF 2-ANONYMITY D’ OF D BASED ON 

GENERALIZATION AND SUPPRESSION 

ID AGE SEX ZIP SALARY 

* 20–30 ANY 641*** 78000 

* 20–30 ANY 641*** 45000 

* 31–50 ANY 610*** 85000 

* 31–50 ANY 610*** 20000 

* 31–50 ANY 610*** 50000 

 

In Table IV, we present an idea called tuple member 

mitigation to anonymize the Table II to obtain 2-

anonymity: the data in tuples are not generalized as 

previous algorithm, they are transformed to existing 

values in the table (e.g., the value 641254 is transformed 

to existing value 641015). Thus, the collectors will 

receive the real data instead of “anonymized” data as in 

the generalization or suppression algorithms. 

TABLE IV.  EXAMPLE OF 2-ANONYMITY D’ OF D BASED ON TUPLE 

MEMBER MIGRATION 

ID AGE SEX ZIP SALARY 

* 24 M 641015 78000 

* 24 M 641015 45000 

* 39 M 610002 85000 

* 39 M 610002 20000 

* 39 M 610002 50000 

 

Association rule mining is one of the most popular 

techniques in data mining [12]. A rule is represented by 

(𝑙ℎ𝑠 → 𝑟ℎ𝑠) where r is the identity of the rule, lhs and rhs 

are the sets of values of certain attributes in the data set. 

For example, 𝑟1( {𝐴, 𝐵}  →  {𝐶} ) (where A, B, C are 

certain values of three attributes in the dataset) is a rule. 

The mining rules are characterized by two fundamental 

parameters: support and confidence [12]. Support of the 

rule 𝑟1 is calculated by the percentage of records which 

include all items’ values in 𝑟1 (i.e., A, B, and C). 

Confidence of the rule 𝑟1 is calculated by the percentage 

of records which support all items in 𝑟1 (i.e., A, B, and C) 

with records supporting the left hand side of it (records 

which have A and B). 

●  Given:  

– frq(X, Y, …): is a counting function, returns the 

number of records that contain both items X, Y, … in the 

dataset.  

– N: Total number of records in the dataset  

● Then:  

– 𝑠𝑢(𝑟1) = 
N

CBAfrq ),,(
  

– 𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 (𝑟1) = 
),(

),,(

BAfrq

CBAfrq
 

In this paper, we focus on the association rule 

technique of the data mining. Now, the context of the 

sharing data is the following (see Fig. 1): the owner of the 

data (called O) has a data table (called D) that contains 

sensitive data, quasi data, and identifiers. Some other 

organizations or people (called C) request for the data for 

their purposes (e.g., to analyse and mine the data using 

the association rule technique to obtain valuable 

information). To preserve the privacy of the user having 

the sensitive data, O must use a k-anonymity algorithm to 

anonymize the original data D to obtain the D’ table. 

Then, the table D’ is shared to C. C will use the 

association rule technique to mine the table D’ to get 

valuable information. As mentioned above, the 

association rule technique is based on association rules 

that have support and confidence values. Clearly, if all 

association rules in table D (especially high-support and 

high-confidence rules) are maintained in table D’ after 

the anonymization, the data mining process on table D’ 

will output the same result as on D. In the next Section, 

we propose our k-anonymity algorithm based on tuple 

member mitigation that tries to maintain significant 

association rules (i.e., rules with high support and 

confidence) in the original data. In the literature, we can 

use the two improvements of k-anonymity, called l-

diversity and t-closeness, for privacy protection. Actually, 

in order to guarantee l-diversity and t-closeness, we need 

to obtain k-anonymity first and then use some specific 

algorithms to satisfy l-diversity or t-closeness [16, 17]. 

Thus, k-anonymity is a good point to start the privacy 

protection. The algorithms that we use to transform a 

dataset satisfying k-anonymity to l-diversity or t-

closeness are considered as our future works.    

 

Figure 1.  Anonymize and mine process. 

III. THE PROPOSED ALGORITHM 

As discussed above, ideally, the algorithm will try to 

retain the association rules in the original data while 

guaranteeing k-anonymity. However, it is difficult to 

retain all association rules because the number of the 

association rules may be very big. Normally, the data 

mining process (based on association rule mining 

technique) only considers association rules which occur 

frequently in the database. Therefore, the anonymization 

algorithm should focus on retaining these rules. We call 

such rules as significant rules. In our proposed algorithm, 

two thresholds 𝑚𝑖𝑛_𝑠𝑢𝑝 and 𝑚𝑖𝑛_𝑐𝑜𝑛𝑓 are provided to 

specify whether an association rule is significant or not. 

An association rule is significant if its support value is 

greater than 𝑚𝑖𝑛_𝑠𝑢𝑝 and its confidence value is also 

greater than 𝑚𝑖𝑛_𝑐𝑜𝑛𝑓 (Note that the values of support 

and confidence of a rule range from 0 to 1, i.e., 0% to 
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100%, see Section II). Conversely, the association rule is 

considered as insignificant. 

We state the configuration for the proposed algorithm 

as follows: 

● Input: 𝐷, 𝑅, 𝑘, 𝑚𝑖𝑛_𝑠𝑢𝑝, 𝑚𝑖𝑛_𝑐𝑜𝑛𝑓, and QI  
● Output: 𝐷′ that satisfies k-anonymity 

where D is the original dataset, 𝑅 is the set of 
association rules extracted from 𝐷, 𝑘 is the parameter 

of the anonymization (k-anonymity), 𝑚𝑖𝑛_𝑠𝑢𝑝 and 

𝑚𝑖𝑛_𝑐𝑜𝑛𝑓 are thresholds for support and confidence 
values, QI is the set of quasi-identifier attributes in D, 
D’ is the output dataset. D’ must satisfy k-anonymity and 

we need to maintain as many as possible the significant 

association rules in D’ (i.e., minimize the loss of 

significant association rules when anonymizing D).  

Next, we illustrate some definitions and notions that 

are used in our algorithm: 
 

Definition: A group g is a set of tuples (or records) in 

the dataset. Moreover, all tuples in a group must have the 

same QI values. A group g satisfies k-anonymity if it has 

at least k tuples, i.e., |𝑔| ≥ 𝑘, or has no tuples in it (we call 

k-safe group). Otherwise, the group is k-unsafe (i.e., |𝑔| < 

𝑘). 

Definition: A tuple migration between two groups 𝑔i 

and 𝑔j (𝑔i → 𝑔j) changes all QI values of some tuples in 

𝑔i to the correlative values in 𝑔j. For example, assume 

that group 𝑔i has two tuples with QI is (x1, y1, t1) and 

group 𝑔j has three tuples with QI is (x2, y2, t2), the 

migration 𝑔i → 𝑔j will form group 𝑔j which has five 

tuples. The additional tuples are from group 𝑔i and their 

QI attributes are changed to (x2, y2, t2). 

As discussed above, the algorithm should retain 

significant association rules in the original data set. 

Assume that the rule 𝑟1({A}→{B}) is significant in the 

original data set. It means that the support and confidence 

values of this rule are greater than the thresholds 

𝑚𝑖𝑛_𝑠𝑢𝑝 and 𝑚𝑖𝑛_𝑐𝑜𝑛𝑓. When we perform a tuple 

migration, it is possible to alter some values of QI 

attributes of tuples supporting this significant rule. The 

result is that this tuple may no longer support the rule. 

Clearly, in case we alter too more tuples supporting the 

rule, it may become insignificant. Thus, for each rule, we 

need to calculate the maximal number of tuples which we 

can alter through tuple migrations so that the significant 

rule is still significant.  

Another possible situation may happen when 

performing the migrations is that an insignificant 

association rule may become a significant one or a new 

significant rule may be generated. This may also lead to 

affecting the datamining result. Thus, we also need to 

calculate the maximum number of tuples which we can 

alter without generating new significant rules.  

A. Budget Calculation 

Assume that we have a significant association rule 

𝑟1({A}→{B}), s and c are the support and confident 

values of this rule, respectively. Since the rule is 

significant, we have: s>=min_sup and c>=min_conf. 

That are: 

supmin_
),(

==
N

BAfrq
s                       (1) 

 conf
Afrq

BAfrq
c min_

)(

),(
==                   (2) 

 

where N is the number of tuples in the data set. After 

performing the tuple migrations, we consider the 

following cases: 

 

Case 1: The migrations change only A in some tuples 

Assume n is the number of tuples which are 

anonymized by the migrations (that change A), s' and c' 

are the support and confident values of the rule after 

performing the migrations. For our approach, we need to 

preserve the significance of the rule, then s'>=min_sup 

and c'>=min_conf: 

conf
nAfrq

nBAfrq
c min_

)(

),(
' =

−

−
=                   (3) 

supmin_
),(

' =
−

=
N

nBAfrq
s                (4) 

Thus, the maximal number of tuples, which can be 

anonymized to guarantee 𝑟1 is still significant, is: 

𝑛 = 𝑀𝐼𝑁 (𝑁(𝑠 − 𝑚𝑖𝑛_𝑠𝑢𝑝) ⌊
𝑠𝑁(𝑐−𝑚𝑖𝑛_ 𝑐𝑜𝑛𝑓)

𝑐(1−𝑚𝑖𝑛_ 𝑐𝑜𝑛𝑓)
⌋) (5) 

Case 2:  The migrations change only A in some tuples: 

Similarly, we have: 

conf
Afrq

nBAfrq
c min_

)(

),(
' 

−
=                   (6) 

supmin_
),(

' 
−

=
N

nBAfrq
s                  (7) 

Thus, the maximal number of tuples, which can be 

anonymized to guarantee 𝑟1 is still significant, is: 

𝑛 = 𝑀𝐼𝑁 (𝑁(𝑠 − 𝑚𝑖𝑛_𝑠𝑢𝑝) ⌊
𝑠𝑁(𝑐−𝑚𝑖𝑛_ 𝑐𝑜𝑛𝑓)

𝑐
⌋)  (8) 

Case 3: The migrations change both A and B in some 

tuples: We notice that this case is similar to the case 1.  

 

Similarly, our proposed algorithm also need to 

guarantee that an insignificant association rule 

𝑟2({A}→{B}) will not become a significant one or a new 

significant rule is generated. Let s and c be the support 

and confidence values of this rule before performing the 

migrations, s' and c' are the corresponding values after 

performing the migrations. n is the number of additional 

tuples that support the rule r2. Then, we have: 

conf
Afrq

BAfrq
c min_

)(

),(
=                       (9) 

supmin_
),(

=
N

BAfrq
s                      (10) 

We consider the following cases: 

Case 1: The additional tuples support only A after the 

migrations 
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Then, we have: 

 
nAfrq

BAfrq
c

+
=

)(

),(
'                             (11) 

Clearly, c' is always smaller than c and s' is equivalent 

to s. Therefore, this rule cannot become a significant rule. 

 

Case 2: The additional tuples support only B after the 

migrations. Similar to case 1, the rule cannot become a 

significant rule. 

 

Case 3: The additional tuples support both A and B 

after the migrations. 

Then, we have: 

conf
nAfrq

nBAfrq
c min_

)(

),(
' 

+

+
=                  (12) 

supmin_
),(

' 
+

=
N

nBAfrq
s                  (13) 

Therefore, the maximal number of additional tuples, 

which can be anonymized to support 𝑟2 without making 

𝑟2 to become significant, is: 

𝑛 = 𝑀𝐼𝑁(𝑁(𝑚𝑖𝑛_𝑠𝑢𝑝 − 𝑠), ⌊
𝑠𝑁(𝑚𝑖𝑛_ 𝑐𝑜𝑛𝑓−𝑐)

𝑐(1−𝑚𝑖𝑛_ 𝑐𝑜𝑛𝑓)
⌋ (14) 

Our proposed algorithm will use these maximal 

numbers to calculate the budget for each rule. Normally, 

the budget of a significant rule is the maximal number of 

tuples, which can be anonymized to guarantee the rule is 

still significant (see Eq. (8)). Similarly, the budget of an 

insignificant rule is the maximal number of additional 

tuples, which can be anonymized to support the rule 

without making the rule to become significant  

(see Eq. (14)). 

B. The Algorithm 

Firstly, we introduce some notions and variables used 

in the algorithm: 

 

● 𝐺: Set of groups generated from 𝐷 by grouping 

tuples having same values on quasi attributes  

● |𝑔|: Length of group 𝑔, or number of tuples in 𝑔  

● 𝑆𝐺: Set of k-safe groups  

● 𝑈𝐺: Set of k-unsafe groups 

● 𝑈𝑀: Set of un-migrant groups, these groups will 

be dispersed in the last phase 

● 𝑈𝐺_𝑆𝑀𝐴𝐿𝐿: Set of groups having length less than 

or equal 𝑘/2  

● 𝑈𝐺_𝐵𝐼𝐺: Set of groups having length greater than 

𝑘/2  

● 𝑜𝑟𝑖𝑔𝑖𝑛(𝑔): Set of original tuples of group 𝑔 

● 𝑓𝑜𝑟𝑒𝑖𝑔𝑛(𝑔): Set of received tuples in group 𝑔  

● 𝑅_𝑖𝑛𝑖𝑡𝑖𝑎𝑙: Set of rules initially mined on D at 

𝑚𝑖𝑛_𝑠𝑢𝑝 and 𝑚𝑖𝑛_𝑐𝑜𝑛𝑓 

● 𝑅_𝑐𝑎𝑟𝑒: Subset of 𝑅_𝑖𝑛𝑖𝑡𝑖𝑎𝑙, set of rules that 

contain at least one quasi attribute 

● 𝑅_𝑎𝑓𝑓𝑒𝑐𝑡𝑒𝑑 (𝑔i, 𝑔j): Set of rules affected by a 

tuple migration from 𝑔𝑖 to 𝑔𝑗 

● 𝑟(𝑙ℎ𝑠 → 𝑟ℎ𝑠): A rule with 2 fundamental 

parameters 𝑠𝑢𝑝𝑝𝑜𝑟𝑡 and 𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 

● 𝐵(𝑟): 𝐵𝑢𝑑𝑔𝑒𝑡 which the rule 𝑟 holds as mentioned 

above.  

● 𝑅𝑖𝑠𝑘 (𝑔): If group 𝑔 is safe (|𝑔|  ≥ 𝑘) then 𝑅𝑖𝑠𝑘 

(𝑔) = 0. Otherwise 𝑅𝑖𝑠𝑘 (𝑔) = 𝑘 − |𝑔|. 

 

A tuple migration operation between two groups 𝑔i and 

𝑔j (𝑔i → 𝑔j) is valuable if it causes the sum 𝑅𝑖𝑠𝑘 (𝑔i) + 

𝑅𝑖𝑠𝑘 (𝑔j) decreases. The optimal case is when this sum 

reaches 0 (i.e., the two groups become k-safe). Thus, in 

our algorithm, we need to select the best valuable 

migrations and this one is one of the most important 

criteria.  

We present the pseudocode of the algorithm as in  

Figs. 2−4. We explain more details about each phase of 

the algorithm as follows. 

 

 

Figure 2. The initial stage. 

In the first phase, called the initial stage (Fig. 2), we 

initialize some groups of tuples for the later steps: G, SG, 

UG, UG_BIG, UG_SMALL, and R_care. The groups are 

formed and then categorized as k-safe groups (in SG) and 

k-unsafe groups (in UG). Groups in UG are then divided 

into UG_BIG (i.e., containing k-unsafe groups having 

more than k/2 tuples) and UG_SMALL (i.e., containing k-

unsafe groups having less than or equal to k/2 tuples). 

Such groups are then sorted by their lengths (the number 

of tuples) ascendingly. Then, the algorithm forms the set 

of significant rules (R_initial) (i.e., the support and 

confidence values of the rules are greater than min_sup 

and min_conf, respectively). However, not all significant 

rules in R_initial are affected by tuple migrations. Only 

rules that contain at least one quasi attribute are affected 

by the migration. Thus, we need to extract such rules 

from R_initial, (called R_care). One important step in this 

phase is calculating the budgets for each rules in R_care. 

As mentioned above, budgets are based on Eq. (8) and  

Eq. (14). 

The central idea of the second and also the main 

phase—Process stage (Fig. 3) is heuristically finding the 

most suitable group pairs and then performing tuple 

migration between them so that the tuple migration is the 

most valuable as mentioned above. The algorithm starts 

processing the unsafe groups then for each selected group 

𝑆𝑒𝑙𝐺, it searches for a suitable group, in the set of all 

remaining ones, (r𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔_𝑔𝑟𝑜𝑢𝑝𝑠), so that the 

migration operation between this pair achieves an 

optimized result on risk reduction. When performing a 

migration operation of tuples from a group 𝑔𝑖 to a group 

𝑔j (𝑔i →𝑔j), we need to deduct the budget of affected 

rules following the calculations in Section A. 
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Figure 3. The process stage. 

For the final phase—Disperse stage (Fig. 4), the 

algorithm handles remaining unsafe groups 𝑈𝑀 (i.e., the 

unsafe groups that the algorithm cannot find a valuable 

tuple migration for them) by dispersing them. Usually, 

the number of groups remaining at this step is small, so it 

does not require much computational effort. At the end, 

there is no more unsafe group and the data set achieves k-

anonymity. 

 

 

Figure 4. The disperse stage. 

IV. EXPERIMENTS AND ANALYSIS 

We assessed the performance and data utility of our 

improved algorithm on Adult (UCI Machine Learning: 

http://archive.ics.uci.edu/ml/) dataset. First of all, we 

performed preprocessing by removing records with null 

or unknown values and retained only 9 attributes [age, sex, 

marital—status, native—country, race, education, hours 

—per—week, capital—gain, workclass]. The input 

dataset then has 32,169 records. Then we choose the first 

6 attributes as quasi attributes while having chosen 

min_sup and min_conf both equal to 0.5. In general, 

min_sup and min_conf can be set to any value (in the 

range 0–1) in our proposed algorithm (see Section III). 

However, in this paper, for the purpose of comparison to 

the other algorithms that cannot set min_sup and 

min_conf, we choose 0.5 as the default value. We intend 

to evaluate the effect of changing min_sup and min_conf 

to the performance of our algorithm. Such work is left as 

our future work. 

We implemented our proposed algorithm (U-M3AR) 

and 3 other state-of-the-art algorithms OKA [5], 

GCCG [7] and M3AR [10] in Python 3 and ran all the 

experiments on a Windows 10, Intel Core I5 3570 3.4GHz, 

RAM 8GB machine. Then we assessed and compared the 

performance and mining utility through five metrics [10]: 

Running time, Average Group Size (CAVG), Lost Rules 

Percentage (LRP), New Rules Percentage (NRP), 

Different Rules Percentage (DRP) (see Table V). 

TABLE V.  THE METRICS USED FOR THE EVALUATION 

Metric Description 

Running time The processing time of algorithms 

Average Group Size 

(CAVG) 

The average size of generated groups during the 

process. 
 Total length of all groups
CAVG k

Number of groups
=

 

High value of CAVG is good. It means that the 

generated groups have a high possibility to reach 

k. 

Lost Rules 

Percentage (LRP) 

The percentage of significant association rules lost 

after running algorithms. 
'R R

LRP
R

−
=

 

R is the rule set in D, R is the rule set in D. 

Low value of LRP is good. It means that the 

number of significant rules lost is low. 

New Rules 

Percentage (NRP) 

The percentage of significant association rules lost 

after running algorithms. 
''R

NRP
R

=
 

R" is the set of new association rules generated (in 

the set D). after running algorithms. R is the rule 

set in D. 

Low value of NRP is good. It means that the 

number of rules generated that may affect the data 

quality is low. 

Different Rules 

Percentage (DRP) 

The percentage of difference in the set of rules 

before and after running algorithms 
' ''R R R

DRP
R

−
=

 

R" is the set of new association rules generated in 

the set D. R is the rule set in D. R is the rule set 

in D. 

Low value of DRP is good. It means that there is a 

little change in the set of rules. 

 

According to the experiment results in Figs. 5−9, our 

proposed algorithm (U-M3AR) is more efficient than 

M3AR, concretely the running time is always lower while 

LRP always equals 0. Regarding OKA, the increase of k 

value leads to the decrease of the running time. Besides, 

this running time is also lower than M3AR and U-M3AR 

with k ≥ 20. The elapsed time of the GCCG algorithm 

always exceeds the others. We also took a look at the 

algorithms OKA and OCCG and found that for all the 

tuples that do not belong to any safe group (called unsafe 

tuples), the two algorithms transform them to a random 
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safe group. Thus, the algorithms only need to select a safe 

group and transform all the tuples to such a group. Such 

steps do not need much processing time. That is why 

when k increases (this may lead to more and more unsafe 

tuples), the running time of the two algorithms decreases. 

However, this also decreases the quality of data because 

many significant association rules in the original data are 

lost (see Fig. 6). Conversely, our proposed algorithm will 

select the most “suitable” group to transform the unsafe 

tuples based on the heuristics so that the migration 

operation between this pair achieves an optimized result 

on risk reduction (see again Section III). Clearly, such 

steps require processing time but it is worth to maintain 

the quality of data. 

In other metrics (Fig. 7), CAVG, our proposed 

algorithm outputs better results (higher values of CAVG) 

in comparison to the others. At every different value of k, 

the OKA gives the output of CAVG lower than both 

M3AR and U-M3AR, while GCCG always gives the 

lowest CAVG among the algorithms. 

 

 

Figure 5. Results on metric running time. 

 

Figure 6. Results on metric Lost Rules Percentage (LRP). 

With 𝑘 <=  30, NRP of our proposed algorithm also 

equals to 0 while with 𝑘 >  30, this metric is less than 

20% (see Fig. 8). Although there are some new 

association rules generated, they do not affect to the 

quality of data because the support and confidence values 

of them do not exceed 𝑚𝑖𝑛_𝑠𝑢𝑝 and 𝑚𝑖𝑛_𝑐𝑜𝑛𝑓, 
respectively. GCCG and OKA are algorithms based on 

local generalization and clustering, they are general so the 

data quality does not remain high as some significant 

association rules completely are lost. 

 

 

Figure 7. Results on metric Average Group Size (CAVG). 

 

Figure 8. Results on metric New Rules Percentage (NRP). 

 

Figure 9. Results on metric Different Rules Percentage (DRP). 
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Finally, Fig. 9 shows the combination of the rules 

generated and the rules lost. Again, the low DRPs of our 

proposed algorithm confirm the effectiveness in 

maintaining the quality of data of the algorithm in 

comparison with OKA and OCCG. 

V. CONCLUSIONS 

In this paper, we propose an effective algorithm that 

preserves data privacy while retaining data mining quality. 

The main idea of the algorithm is to use the tuple member 

migration technique idea to select the most “suitable” 

safe group to transform the unsafe tuples. This is also one 

of the main advantages of our solution in comparison to 

state-of-the-art techniques and algorithms using 

generalization and suppression approaches. We perform 

experiments to evaluate the performance and data utility 

of our proposed technique in comparison with state-of-

the-art anonymization techniques and the results prove 

the effectiveness of our proposed algorithm. 

In the future, we can apply this technique to other 

mining techniques such as clustering or classification. 

Another direction is to extend the proposed technique to 

achieve l-diversity and t-closeness. We can also parallel 

some steps in the algorithm to improve the performance 

with the intention that it can be applied to big datasets. 
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