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Abstract—In recent years, we have witnessed rapid growth in 

the application of IoT globally. IoT has found its applications 

in governmental and non-governmental institutions. The 

integration of a large number of electronic devices exposes 

IoT technologies to various forms of cyber-attacks. 

Cybercriminals have shifted their focus to the IoT as it 

provides a broad network intrusion surface area. To better 

protect IoT devices, we need intelligent intrusion detection 

systems. This work proposes a hybrid detection system based 

on Genetic Algorithm (GA) and Extreme Learning Method 

(ELM). The main limitation of ELM is that the initial 

parameters (weights and biases) are chosen randomly 

affecting the algorithm’s performance. To overcome this 

challenge, GA is used for the selection of the input weights. In 

addition, the choice of activation function is key for the 

optimal performance of a model. In this work, we have used 

different activation functions to demonstrate the importance 

of activation functions in the construction of GA-ELM. The 

proposed model was evaluated using the TON_IoT network 

data set. This data set is an up-to-date heterogeneous data set 

that captures the sophisticated cyber threats in the IoT 

environment. The results show that the GA-ELM model has 

a high accuracy compared to single ELM. In addition, Relu 

outperformed other activation functions, and this can be 

attributed to the fact that it is known to have fast learning 

capabilities and solves the challenge of vanishing gradient 

witnessed in the sigmoid activation function.   
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I. INTRODUCTION 

IoT has been adopted in different fields, which include 

but are not limited to smart homes, health care, farming, 

power grids, and smart wearables. These devices use 

different protocols to connect to the internet, which 

increases the complexity of the internet. The integration of 

a large number of electronic devices exposes IoT 

technologies to various forms of cyber-attacks [1, 2]. 

Cybercriminals have shifted their focus to IoT as it 

provides a broad network intrusion surface area. These 

Cyber-attacks are targeted toward breaching sensitive 

information, disrupting services, and breaching financial 

sector records. Cybercriminals have invested heavily to 
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improve the efficiency and effectiveness of their tools. The 

focus of these tools is on how to evade the existing cyber 

defense mechanisms undetected. To achieve this, 

cybercriminals have sorted to invest in machine learning 

algorithms to develop their arsenals. Cybercriminals are 

leveraging ML algorithms to develop complex and 

intelligent cyber-attacks. These tools have the capability of 

learning their environment and evolving when need be. 

One of the standard techniques in cyber defense is 

Intrusion Detection Systems (IDS). IDS is used as a tool 

for the cyber defense to monitor and secure networks. 

Most of the existing IDS have proven to be ineffective in 

protecting IoT devices [3]. To improve the performance of 

the existing IDS, researchers have proposed the integration 

of two or more machine learning algorithms [4]. The 

proposed hybrid intrusion detection systems have proven 

to be superior to stand alone traditional intrusion detection 

systems. This work proposes the optimization of ELM 

using GA. Research shows that a major limitation of ELM 

is that it randomly selects the input weights and the biases. 

One of the commonly proposed techniques for overcoming 

this limitation is the use of metaheuristic algorithms [5]. 

Huang and Jiang et al. [6], Alexandre and Cuadra et al. [7], 

Matias and Araújo et al. [8] proposed the application of a 

Genetically Optimized Extreme Learning Machine (GA-

ELM) in different fields. In these studies, GA was used for 

the optimization of input parameters or optimization of 

ELM structure. It was observed that the researchers 

proposed the use of the sigmoid activation function. The 

Sigmoid activation function is known to be slow in 

learning and in addition it suffers from vanishing gradient 

problem. Ali and Zolkipli et al. [9], in most of the existing 

works, the choice of activation function is always not 

justified but randomly selected. The study further proposes 

the investigation of GA-ELM using the different activation 

functions. GA and ELM have been widely used in the field 

of intrusion detection separately. Researchers have 

observed that most of the available data sets used for the 

validation of intrusion detection systems have limitations 

and cannot be reliably used to evaluate modern intrusion 

detection systems [10, 11]. Moustafa [10] observed that 

these data sets do not capture the complex cyber threats of 
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the current digital environment and most of them are 

homogeneous in nature. In addition, the researcher noted 

that the data sets could not be used to validate modern AI-

based cybersecurity solutions, due to the fact that most of 

the data sets were customized to validate a specific security 

solution. TON_IoT network data set, which is publicly 

available in [12], was created to solve the above mentioned 

limitations. TON_IoT network data set, is a new form of 

data set which is heterogeneous in nature and captures the 

complex cyber threats in the IoT environment. This data 

set can be used to efficiently and effectively validate AI 

based security solutions. To the best of our knowledge, 

when this research was being done no research had been 

done on the application of GA-ELM in the field of IDS and 

especially using IoT data sets. The aim of this study is first 

to optimize the ELM input weights using GA. Second to 

investigate the performance of GA-ELM using the 

different activation functions (sigmoid function, relu 

function, and sin function). The aim will be to establish 

whether the choice of activation function matters in the 

development and performance of intrusion detection 

systems. Third, to evaluate the performance of the model 

using the new generation of IoT data sets. The paper is 

organized as follows: Section II gives an overview of ELM, 

Section III gives an overview of GA, Section IV represents 

the proposed model, Section V represents the conducted 

experiments and the results and lastly section 6 provides a 

conclusion. 

II. EXTREME LEARNING MACHINE 

ELM was first proposed in 2004 by Huang et al. [13]. 

The aim of ELM was to overcome the inherent limitation 

of the classical feed-forward neural networks. The major 

limitation of the feed-forward neural networks is that they 

are slow due to the use of gradient-based learning 

algorithms for training. With gradient descent learning 

algorithms the parameters, i.e., weights and biases in one 

layer depend on parameters on other layers and are prone 

to converge to local minima [13, 14]. Over the years 

researchers have proposed solutions to improve the 

performance of feed-forward neural networks. As part of 

the solutions, ELM has achieved great success in 

improving the performance of the single hidden layer 

feedforward neural networks (SLFNs). ELM randomly 

initializes the parameters that connect the input layer with 

the hidden layer, the output weights are obtained using the 

least-square technique [5, 13, 14]. The fast learning 

capabilities of ELM can be attributed to the fact that it 

learns without iteration, which makes ELM to converge 

much faster compared to the classical feed-forward neural 

networks. Randomization of the input parameters in ELM 

eliminates the problem of local minima found in the 

classical networks. ELM outperforms other learning 

algorithms in terms of learning speed, ease of 

implementation, and generalization performance. [15]. 

Due to these attributes, ELM has found its application in 

different fields, which include but are not limited to 

regression, classification, and clustering. 

Given N distinct training set (𝐗𝑖 , 𝐭𝑖) , where 𝐗𝑖 =
[𝑥𝑖1

, 𝑥𝑖2
, . . . , 𝑥𝑖𝑛

]𝑇 ∈ 𝐑𝑛𝑎𝑛𝑑𝐭𝑖 = [𝑡𝑖1
, 𝑡𝑖2

, . . . , 𝑡𝑖𝑚
]𝑇 ∈ 𝐑𝑚 .  

L and 𝑔(𝑥)  represents a number of hidden nodes and 

activation function respectively. ELM can be implemented 

by randomly assigning the parameters of the hidden 

nodes(𝜔, 𝑏), computing the hidden layer output matrix (𝐇) 

and the output weights (𝜷). Using N samples, our target 

output 𝐓 can be obtained using the equation below: 

 𝐇𝜷 = 𝐓 (1) 

where 

 𝐇(𝜔1, ⋯ , 𝜔𝐿, 𝑏1, ⋯ , 𝑏𝐿, 𝑥1, ⋯ , 𝑥𝑁) (2) 

 [
𝑔(𝜔1, 𝑥1 + 𝑏1) , ⋯ , 𝑔(𝜔𝐿, 𝑥1 + 𝑏𝐿)
⋮ , ⋯ , ⋮
𝑔(𝜔1, 𝑥𝑁 + 𝑏1) , ⋯ , 𝑔(𝜔𝐿, 𝑥𝑁, 𝑏𝑁)

]

𝑁𝐿

 (3) 

 𝜷 = [

𝜷1
𝑇

𝜷2

⋮
𝜷𝐿

𝑇

]

𝐿𝑚

  (4) 

 𝐓 = [

𝐭1
𝑇

𝐭2

⋮
𝐭𝑁

𝑇

]

𝑁𝑚

   (5) 

To compute the weights connecting the hidden layer and 

the output layer represented by β, the least-squares 

technique is applied to minimize the error between the 

target and the output [13, 15]. 

 �̂� = 𝐇†𝐓 (6) 

where H†is the Moore–Penrose generalized inverse of 

matrix H, and T is the target [16]. 

III. GENETIC ALGORITHM  

Genetic algorithm is a type of Evolution Algorithm 

which operate on the principles of evolution and natural 

selection [17]. In GA a set of chromosomes are randomly 

selected to represent the problem to be solved. These sets 

of chromosomes are referred to as population during the 

phases of evolution. An evaluation function is used to find 

the best candidate for each chromosome. The mutation of 

the species is guided by crossover and mutation. Reference 

[18], when a GA is used for problem-solving, three factors 

will have an impact on the effectiveness of the algorithm: 

1) the selection of fitness function; 2) the representation of 

individuals; 3) the values of the GA parameters. 

IV. PROPOSED GA-ELM OPTIMIZATION 

To start the process of optimization, we set the number 

of hidden neurons and activation function. After the initial 

configuration of the ELM network, the initial input values 

are randomly generated. The input values consist of 

weights and biases. The model is trained in order to extract 

the best output values. The output values from ELM will 

form the initial population of GA. At this point, we will 

apply the principles of evolution. Genetic Algorithms are 

a family of bio-inspired metaheuristic optimization 

algorithms that leverage on the Darwinian theory of 
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evolution to come up with the best weights for an 

optimization problem. Using the survival of the fittest 

principle from natural selection, the core concept in 

identifying the most optimum weights is through the 

computation of a fitness score. In this work, the 

implementation of the GA was initiated by declaring each 

attribute of the intrusion except the type of the intrusion as 

an equation input, i, and the entire set of observations of 

the intrusions as the population, n. A fitness score was then 

computed using the formula below: 

 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 − 𝑠𝑐𝑜𝑟𝑒 = ∑𝑛
𝑛=1 𝑛  𝑖  (7) 

While the choice of fitness score may be arbitrary, it is 

advisable to choose a fitness score whose computation will 

not be expensive as this would result in a bottleneck in the 

computation speed of the entire genetic algorithm. 

Since natural selection favors the fittest, the objective of 

calculating the fitness score for each individual in the set 

of equation inputs was to identify individuals with the best 

fitness scores. Collectively, these individuals would form 

the mating pool that would create subsequent generations. 

For this work, the number of mating parents was set to 4. 

The choice of a number of mating parents can be justified 

by the fact that in some populations, increasing the number 

of mating partners may significantly increase the quality 

of the offspring produced. 

Mating among the parents was achieved by defining a 

function that mimicked crossing in animals. In this process, 

a portion from each parent was identified to be used to 

form part of the offspring. Each parent, therefore, 

produced this portion which collectively made up the 

entire set of genes for the offspring. In this work, half of 

each parent’s genes were used in creating the genetic 

structure of the offspring. 

Mutation is a process that results in changes in the 

genetic structure of an organism, therefore differentiating 

one organism from another at various levels. In natural 

selection, mutation is critical in determining the survival 

or possible extinction of an organism. To simulate 

mutation, an integer was selected at random between −1 

and 1000 in steps of 1 to represent a mutation agent. The 

mutating agent was incorporated into the genetic makeup 

of the offspring by directly adding it to a randomly selected 

site in the genetic structure of the individual. This new 

addition would then be duplicated to another random site 

to ensure that the mutation would occur at random 

locations in the entire structure of the individual. Finally, 

this process was let to run for 100 iterations to simulate 

evolution over 100 epochs. 

If the termination condition is satisfied, the optimized 

weights are uniformly selected to retrain the model. This 

selection was bound by the minimum and maximum 

values of the weights obtained from the last generation of 

the GA evolution. The best solution was recorded and a 

comparison was thereafter made based on the accuracy of 

the weights obtained from genetic algorithms, and random 

uniform generation. 

The activation functions used in this study include the 

sigmoid function, relu function, and sin function. The 

output of the hidden layer was then obtained from the dot 

product of the output of the input layer and the beta 

weights from the hidden layer. 

Fig. 1 below depicts the process of GA-ELM 

optimization in a flow diagram. 

 

Set the number of hidden neurons 
and

activation function

Generate random initial input values 
(weights and biases )

retrain the model 

Test the model

Record the best solution found

END

GA Code for initial values 

Initialize fitness score

Select weights with best fitness 
score 

Cross Over Weights 

Mutate Weights 

Is termination 
Condition
Satisfied ?

Pick the optimal Weights

ELM GA

YES

NO

Start

Train the model to extracta ouput 
values 

 

Figure 1. GA-ELM flow diagram. 

V. EXPERIMENTAL RESULTS 

To test the performance of the model, 𝑇𝑂𝑁_𝐼𝑜𝑇 

network data set was used. In this study, 80% of the data 

set was used for training the model, and 20% of the data 

set was used for testing the model. Using different 

activation functions the performance of GA-ELM was 

compared with the stand-alone ELM. The comparison of 

the algorithms was based on accuracy and running time. 

The number of hidden neurons was set to 100. 

Tables I–III show the performance of ELM and GA-

ELM using different activation functions. As shown in Fig. 

2, ELM performed poorly in terms of accuracy with the 

use of the sigmoid function. On the other hand, GA-ELM 

accuracy performance reduced significantly with the use 

of the Sin activation function. ELM recorded a slightly 

high accuracy with the use of the Sin activation function 

compared to the use of the Relu activation function. GA-

ELM recorded the highest results of 97% with the use of 

the Relu activation function. The results showed the 

optimization of ELM using GA increased the accuracy of 

ELM. The use of Relu and Sigmoid slightly improved the 

running time of the GA-ELM model as shown in Fig. 3. 

We further compared the performance of GA and GA-

ELM using other metrics such as Precision, Recall, and f1-

score. In this comparison, we used the Relu activation 

function only. The results show that GA-ELM 

outperformed ELM in all three metrics. As shown in Fig. 

4, GA-ELM recorded 96.44% precision rate, this show that 

the model had a low false positive rate compared to ELM 

which had a precision rate of 92%. Most of the existing 
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IDS face the challenge of a high false positive rate, which 

reduces their performance. On the other hand, GA-ELM 

recorded a Recall rate of 98.18% which was also an 

improvement compared to stand-alone ELM. Finally, GA-

ELM had an f1-Score rate of 97.7%, while ELM recorded 

f1-Score rate of 91.78%. 

TABLE I. PERFORMANCE OF THE ALGORITHMS USING RELU 

Algorithm 
Activation 

function 

Running 

Time 

Hidden 

Neurons 
Accuracy 

ELM Relu 0.382 100 91.95 

GA-ELM Relu 0.302 100 97.68 

TABLE II. PERFORMANCE OF THE ALGORITHMS USING SIGMOID 

Algorithm 
Activation 

function 

Running 

Time 

Hidden 

Neurons 
Accuracy 

ELM Sigmoid 0.386 100 73.04 

GA-ELM Sigmoid 0.312 100 90.33 

TABLE III. PERFORMANCE OF THE ALGORITHMS USING SIN 

Algorithm 
Activation 

function 

Running 

Time 

Hidden 

Neurons 
Accuracy 

ELM Sin 0.253 100 93.01 

GA-ELM Sin 0.31 100 52.50 

 

 

 

Figure 2. Accuracy comparison (GA-ELM vs ELM). 

 

Figure 3. Running time comparison (GA-ELM vs ELM). 

 

Figure 4. Precision, recall and f1-score results of GA-ELM and ELM using Relu activation function. 
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VI. CONCLUSIONS 

 In this work, we proposed a hybrid intrusion detection 

system based on ELM and GA. In this study, GA was used 

for the selection of input weights of the ELM. To validate 

the choice of activation function we tested the performance 

of the models using different activation functions, which 

include: sigmoid function, relu function, and sin function. 

To test the models, we used TON_IoT network data set, 

which captures the complex cyber threats in the IoT 

environment. The results of the experiments show that the 

optimization of ELM using GA increases the performance 

of the model. We compared the performance of ELM 

against GA-ELM using different metrics, which include: 

accuracy, precision, recall, and f1-score. GA-ELM 

outperformed ELM in all these intrusion detection 

performance measurements. We observed that most of the 

researchers never disclose the choice of activation function, 

and one of our goals was to investigate the choice of 

activation function in model development. With this 

research, we have proven that the choice of activation 

function is of great importance in the performance of the 

models. Most of the existing works in GA-ELM have used 

Sigmoid activation function, we have demonstrated that 

this could not be the right choice, it performed poorly in 

our experiments compared to relu activation function. We 

highly recommend the use of relu, which performed better 

in this research. This can be investigated further with 

different data sets to eliminate biases if any. In this 

research, we focused only on the optimization of the input 

parameters, in the future we recommend the optimization 

of the ELM structure together with the input parameters 

for further improvement of the model. 
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