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 Abstract—Retinal vessel segmentation is a vital part of 

pathological analysis in Fundus imaging. The automatic 

detection of blood vessels resolves several issues in the 

manual segmentation process. Most unsupervised 

segmentation methods depend on conventional thresholding 

techniques for final vessel extraction. It may lead to the loss 

of some vessel pixels, leading to inaccurate analysis of 

retinal diseases. In this work, we incorporate fuzzy concepts 

into two threshold-based vessel detection methods, namely 

“mean-c thresholding” and “Iso-Data thresholding,” which 

results in a mask consisting of membership values rather 

than binary values. The two fuzzy-based thresholding 

algorithms are applied independently on each image, and 

the resultant membership image (mask) is fused to get a 

single membership mask. The fusion is performed using 

fuzzy union operation. Experiments are carried out with 

Fundus images from DRIVE, STARE and CHASE_DB1 

databases.ses. The proposed fusion framework gives a 3%, 

6%, and 5% increase in sensitivity compared to traditional 

thresholding methods when applied to the DRIVE, STARE, 

and CHASE_DB1 databases, respectively. The accuracy 

obtained for the datasets is 96.02%, 94.57%, and 94.34%, 

respectively.  

 

Keywords—fundus images, blood vessel segmentation, 

thresholding techniques, fuzzy thresholding, mean-c, 

IsoData 

 

I. INTRODUCTION 

Retinal blood vessel segmentation is an active area of 

research in clinical pathology. The automatic extraction 

of retinal vessels is crucial in identifying several 

ophthalmic diseases, such as diabetic retinopathy, retinal 

artery occlusion, atherosclerosis, arteriolar narrowing, etc. 

[1]. Most ophthalmic diseases are caused due to 

abnormalities in the vascular system. Length, width, 

branching pattern, tortuosity, and angles are the attributes 

of retinal blood vessels that contribute more to the 
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diagnostic procedure [2]. The abnormalities in the vessel 

attribute may lead to difficulties and challenges in blood 

vessel segmentation. Some challenges for retinal vessel 

segmentation are an extensive range of widths and 

tortuosity, relatively lower contrast of thin retinal vessels, 

the presence of brighter optic disc and fovea, and blood 

vessel shape variations [3].  

Manual segmentation of retinal vessels by an expert is 

time-consuming and complex and needs repetitive 

analysis of the segmentation results. Automatic vessel 

segmentation, on the other hand, helps clinicians by 

providing accurate and speedy identification of blood 

vessels [1]. Several algorithms have been reported to 

precisely segment vessels from fundus images [4–6]. The 

broad categorization of retinal vessel segmentation falls 

into supervised and unsupervised algorithms.  The 

supervised algorithms require prior training samples to 

learn the extraction of vessels. Most publically available 

databases provide manually segmented vessels for each 

input image in the database, known as gold standard 

images. These manually segmented vessels are used for 

training. Unsupervised algorithms, on the other hand, do 

not require prior training. It depends on techniques like 

matched filtering, morphological operations, thresholding 

techniques, multi-scale operations, etc. [1, 2]. As prior 

models are not required, unsupervised algorithms are 

easier to implement and widely used for retinal vessel 

segmentation. 

Among the unsupervised algorithms, the thresholding 

technique is widely used as it helps to distinguish vessel 

and non-vessel pixels into two categories [1, 2]. 

Generally, thresholding techniques result in a binary 

mask with pixels classified as vessels or non-vessels 

based on a crisp decision. In vessel segmentation, the 

boundary between vessel and non-vessel is fuzzy rather 

than crisp. When a crisp decision is made, the 

thresholding techniques may fail to identify vessel pixels 

near the threshold value. In this paper, a fuzzy-based 

thresholding scheme for retinal blood vessel 
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segmentation is proposed to address this issue. The work 

aims to develop a framework to fuzzify existing 

thresholding algorithms and produce a new efficient 

vessel segmentation algorithm by applying fusion rule on 

the fuzzified algorithms. In certain circumstances, when a 

crisp decision is made, the thresholding techniques may 

fail to identify vessel pixels near the threshold value. To 

address this issue, in this paper, a fuzzy-based 

thresholding scheme for retinal blood vessel 

segmentation is proposed. The objective of the work is to 

develop a framework to fuzzify existing thresholding 

algorithms, and produce new efficient vessel 

segmentation algorithm by applying fusion rule on the 

fuzzified algorithms.  

 A fuzzy membership is designed to quantify the 

degree to which each pixel in a fundus image can be a 

vessel pixel. The final segmented vessels are obtained by 

defuzzification of these membership weights. Two 

existing thresholding techniques, namely mean-c 

thresholding and IsoData thresholding, are chosen for the 

study. The two algorithms are modified by introducing a 

Fuzzification step using a Fuzzy membership function, 

resulting in a membership mask compared to a 

conventional binary mask. Fuzzy union operation is 

applied on the membership mask obtained from both the 

algorithms, and finally, defuzzification is applied to the 

resultant Fuzzy image. Retinal blood vessels are then 

segmented from the fundus image to the input fundus 

image using this mask. 

The main contributions of our work are as follows. 

• Framework to fuzzify thresholding algorithms. 

• Retinal vessel segmentation algorithm that combines 

multiple fuzzified thresholding algorithms using max 

fusion rule. 

The paper is organized as follows: Section II describes 

the literature review and the proposed methodology in 

Section III. Experimental results and discussion are 

provided in Section IV. Section V concludes the paper. 

II. LITERATURE REVIEW 

A summary of the state-of-the-art vessel segmentation 

algorithms is given below: 

Zhu et al. (2016) [7] carried out vessel segmentation 

using an ensemble method. Classification and Regression 

Tree (CART) was used to train a weak classifier with a 

36-dimensional feature vector extracted from the image. 

Finally, an AdaBoost classifier was constructed for vessel 

segmentation based on iterative training. Experiments 

were carried out on the DRIVE database, and an accuracy 

of 0.9535 was obtained. Zhu et al. (2016) [8] used 

Extreme Learning Machine (ELM) for vessel 

segmentation. The authors used a 39-dimensional 

discriminative feature vector, along with manual labels, 

to construct a matrix for pixels in the training set. On the 

DRIVE database, 0.9607 accuracies were reported.  

Orlando et al. (2016) [9] reported retinal vessel 

segmentation using a discriminatively trained fully 

connected random field model. A structured output 

support vector machine was used to automatically learn 

the parameters of the model. Based on the F1 score, the 

authors obtained 0.7857, 0.7332, 0.7644, and 0.7158 

when experimenting with DRIVE, CHASE, STARE, and 

HRF image databases. Jin et al. (2019) [10] proposed a 

Convolutional Neural Network (CNN) based vessel 

segmentation mode. A set of convolutional layers were 

inserted into deep architectures to adapt different 

resolutions. The authors reported 0.9628 and 0.9690 

accuracies on DRIVE and STARE databases. 

An automatic technique for retinal vessel segmentation, 

which included the design of a bank of 180 Gabor filters, 

was proposed by Farokhian et al. (2017) [11]. The 

authors used an imperialism competitive algorithm for the 

automatic parameter selection. An accuracy of 0.9392 

was reported on images from the DRIVE database. Mean-

c thresholding for vessel segmentation was adopted by 

Dash and Bhoi (2017) [12]. The authors extracted the 

green channel of the image and enhanced it with the 

CLAHE algorithm. On the enhanced image, denoising 

was carried out before segmentation. Experiments were 

carried out on DRIVE and CHASE databases and 

reported accuracy of 0.955 and 0.954, respectively. Wang 

et al. (2018) [13] adopted a two-step process for blood 

vessel segmentation.  Initially, vessels were enhanced 

using Hessian-based vessel filtering, and the enhanced 

images were segmented using fuzzy entropic thresholding. 

Based on precision, 87.70% was reported for images in 

the DRIVE database. 

Grey level hit-or-miss transform (GHMT) for blood 

vessel segmentation was used by Pal et al. (2019) [14]. 

The input images were pre-processed using a novel 

approach of CLA-HE algorithm, footed on morphological 

gradient operation supported by 2D wavelet transform. 

The enhanced image was then segmented using GHMT. 

The iterative rotation of structural elements was the key 

idea of the algorithm.  A hysteresis thresholding scheme 

was used to obtain the final segmented vessels. 

Experiments were conducted on the DRIVE database, 

and an accuracy of 94.37% was obtained. Sigursson EM 

et al. (2014) [15] proposed extracting vessel features 

based on adaptive morphological directional filters. The 

features relied on the linear connectivity and contrast of 

vessel structure. The features were used to carry out a 

data fusion task using fuzzy set theory. An average 

accuracy of 0.9515 was obtained for images in the 

DRIVE database. 

Zhou et al. (2020) [16] proposed a vessel segmentation 

algorithm that dealt with complexities like false vein 

detection and loss of thin vessels. A line detection 

algorithm followed by the Hidden-Markow model was 

used to retrieve the blood vessels. On the DRIVE 

database, an accuracy of 0.9475 was obtained. DBSCAN 

algorithm, along with morphological reconstruction (MR), 

was used for vessel segmentation by Mardani and 

Maghooli (2021) [17]. The input images were divided 

into smaller rectangular blocks. The patterns of blood 

vessels were obtained using DBSCAN clustering 

parameters. Noise removal was performed using a 

median, logical AND operator, and MR filter. The vessels 

were segmented by setting the parameters R, ε, Z, and K. 

Thin vessels obtained using combinations of Z and K 
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modes were joined to form thick vessels. An average 

accuracy of 0.9519 was obtained for images from the 

DRIVE database. Zhou et al. (2020) [16] proposed a 

vessel segmentation algorithm which dealt with 

complexities like false vein detection and loss of thin 

vessels. A line detection algorithm followed by the 

Hidden-Markow model was used to retrieve the blood 

vessels. On the DRIVE database, an accuracy of 0.9475 

was obtained. DBSCAN algorithm along with 

morphological reconstruction (MR) was used for vessel 

segmentation by Mardani and Maghooli (2021) [17]. The 

input images were divided into smaller rectangular blocks. 

The patterns of blood vessels were obtained using 

DBSCAN clustering parameters. Noise removal was 

carried out using a median, logical AND operator and 

MR filter. The vessels were segmented by setting the 

parameters R, ε, Z and K. Thin vessels obtained using 

different combinations of Z and K modes were joined to 

form thick vessels. An average accuracy of 0.9519 was 

obtained for images from the DRIVE database. 

Retinal vessel segmentation using a hierarchical 

mating tool was proposed by Swathi et al. (2021) [18]. In 

this work, a tri-map was created based on vein area 

highlights. Vessel components were separated using 

various level picture strangling strategies. An accuracy of 

0.9600 was reported for images on the DRIVE database. 

An encoder-decoder structure-based vessel segmentation 

algorithm was proposed by Zhai et al. (2022) [19]. The 

inception module and multiple pyramid pooling models 

were used in the encoding and decoding phases, 

respectively. Finally, multi-scale and multi-local area 

feature fusion was adopted to improve segmentation 

results. For the DRIVE database, an accuracy of 0.9571 

was reported. Yugander et al. (2022) [20] proposed a 

vessel segmentation algorithm based on maximum 

principal curvature and adaptive histogram equalization. 

The algorithm was divided into three stages. In the first 

stage, maximum principal curvatures were identified 

using a second-order Hessian derivative, followed by 

vessel separation from the background using the 

ISODATA algorithm. In the third stage, unwanted 

isolated vessels segmented were removed using 

morphological open operation. An average accuracy of 

0.9418 was obtained for experiments on images from 

DRIVE and STARE databases. Chakour et al. (2022) [21] 

proposed a retinal vessel segmentation algorithm that 

integrated the enhancement stage with dynamic 

preprocessing, improving the segmentation accuracy. An 

accuracy of 0.9323 was obtained from images from the 

DRIVE database. 

Based on the review, it is observed that most of the 

works used the DRIVE database for their experimentation. 

Different supervised algorithms such as Classification 

and Regression Tree (CART), Extreme Learning, 

Randomfield model, and CNN, as well as unsupervised 

algorithms like Gabor Filter, Mean-c thresholding, 

Adaptive morphological directional filters, GHMT, 

HMM, DBSCAN, Adaptive Histogram Equalization, are 

used for the segmentation of blood vessels from fundus 

images. Most of the method relies on binary crisp 

thresholding for distinguishing vessels and non-vessels. 

But, in real-time, the boundary between vessels and non-

vessels is fuzzy. So, our focus is to develop an algorithm 

for vessel segmentation using a fuzzy-based thresholding 

technique. Based on the review carried out, it is observed 

that majority of the works used DRIVE database for their 

experimentation. Different supervised algorithms such as 

Classification and Regression Tree (CART), extreme 

learning, random field model, CNN as well as 

unsupervised algorithms like Gabor Filter, mean-c 

thresholding, adaptive morphological directional filters, 

GHMT, HMM, DBSCAN, adaptive histogram 

equalization, etc. are used for the segmentation of blood 

vessels from fundus images. Majority of the method 

relies on binary crisp thresholding for distinguishing 

vessels and non-vessels. But, in real time, the boundary 

between vessels and non-vessels is fuzzy. So, our focus is 

to develop an algorithm for vessel segmentation using 

fuzzy based thresholding technique. 

III. PROPOSED METHODOLOGY 

In this section, a novel retinal vessel segmentation 

algorithm is presented. Most state-of-the-art vessel 

segmentation algorithms enhance vessels before the 

segmentation process. Then a hard or crisp threshold is 

applied to distinguish vessel pixels from their 

surrounding non-vessel pixels, followed by a post-

processing stage that eliminates unwanted isolated pixels 

from the extracted blood vessel pixels [12, 14, 22]. In this 

work, instead of using a crisp binary threshold for 

segmenting the blood vessels, Fuzzy based approaches 

are introduced.  In hard thresholding, based on the 

threshold, a pixel is identified as a vessel pixel or not.  A 

binary mask is created based on this concept. In the 

proposed scheme, a fuzzy membership calculated using a 

given threshold is assigned to each pixel which signifies 

the degree to which that pixel belongs to the group of 

vessel pixels.  A mask is created with these membership 

values – a Fuzzy mask instead of a binary mask.   These 

membership masks describe the membership weights for 

a pixel to be a vessel pixel.  

Two popular thresholding algorithms, Mean-c 

thresholding, and IsoData thresholding, are chosen for the 

present study. Separate membership masks are created 

corresponding to the two approaches.  The membership 

functions of the two thresholding techniques are then 

fused using the max fusion rule to obtain the final 

membership weights for each pixel in the input image. 

Finally, a defuzzification is performed to obtain crisp 

results on whether a pixel belongs to a vessel or non-

vessel group. The block diagram of the proposed 

algorithm is depicted in Fig. 1. 

A. Preprocessing 

A preprocessing step is an essential pre-requisite for 

any segmentation algorithm to be effective. Here, 

preprocessing is carried out by enhancing the input 

fundus images, thereby providing better visibility of 

vessels. As an initial step for enhancement, the green 

channel of the input fundus image in the RGB color 
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model is extracted. The Green channel is chosen due to 

its high contrast visibility in it. The Contrast Limited 

Adaptive Histogram Equalization (CLAHE) algorithm is 

applied to this green channel image. The enhanced retinal 

image is further denoised by using a median filter. 

 

 

Figure 1. Block diagram of the proposed approach. 

B. Segmentation Mask Generation 

In conventional vessel detection using hard 

thresholding, a threshold is used to classify a set of pixels 

into two groups—vessel pixels and non-vessel pixels—by 

generating a binary mask. i.e., if the pixel value is greater 

than or equal to a predefined constant (threshold), say, 

then the pixel is classified as a vessel pixel. The binary 

mask image is obtained using Eq. (1). 

 

           𝐵𝑀 =  {1,   𝐼(𝑥, 𝑦) ≥          0,   otherwise          (1) 

 

The main issue with this binary mask image is that it 

may lead to the loss of some vessel pixels from being 

identified. Even if these pixels are very close to the 

threshold, due to the crisp thresholding, they cannot be 

considered vessel pixels (the reverse is also true). To 

overcome this issue, a novel fuzzy-based thresholding 

scheme for retinal vessel segmentation is proposed. The 

existing definition of threshold function is modified such 

that memberships are assigned to each pixel in the input 

image, which indicates the degree to which the pixel can 

belong to the group of vessel pixels, i.e., instead of 

generating a binary mask image, a fuzzy membership 

mask is generated. The membership function for 

fuzzifying the threshold function is given as follows. 

 

𝜇(𝑥, 𝑦) = {

1,   𝐼(𝑥, 𝑦) ≥  𝜃𝑈
𝐼(𝑥,𝑦)− 𝜃𝐿

𝜃𝑈− 𝜃𝐿
,

0, 𝐼(𝑥, 𝑦)  ≤  𝜃𝐿

𝜃𝐿 < 𝐼(𝑥, 𝑦)  < 𝜃𝑈      (2)  

 

where  𝜃  is the hard threshold,𝜃𝑈 =  𝜃  and 𝜃𝐿  = 𝛽  𝜃 , 

1 > 𝛽 ≥ 0.  

The membership function in Eq. (2) can be adapted for 

any hard thresholding approach. 

1) Fuzzy mean-c thresholding 

In mean-c thresholding, the original input image is 

convolved using a mean filter with the neighborhood of 

size N×N. A difference image is obtained by subtracting 

the original image from the convolved image. 

Thresholding is carried out on this difference image using 

a constant c [12]. In the fuzzy-based mean-c thresholding, 

instead of generating a binary mask image, a membership 

mask image is returned based on the membership 

function defined in Eq. (2). 

 

Figure 2. Membership function. 

2) Fuzzy IsoData thresholding 

IsoData thresholding is an iterative thresholding 

technique. The initial threshold is set to the mean value of 

the input image. The image is divided into two portions 

based on the threshold value, and the mean value of the 

two portions is calculated – MAT (Mean Above 

Threshold) and MBT (Mean Below Threshold). The new 

threshold value is set as the average of these two values. 

This process continues iteratively until the difference 

between two consecutive threshold values becomes less 

than a constant, say. Finally, the threshold value is 

normalized and set as the threshold for obtaining the 

binary mask image [22]. In the fuzzy-based IsoData 

thresholding, instead of taking the threshold as such, it is 

fuzzified using Eq. (2), and the application of this fuzzy-
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based thresholding returns a membership mask image 

corresponding to the input image. 

C. Fusion of Membership Mask Images 

In the proposed algorithm, the membership mask 

images returned by the Fuzzy mean-c thresholding and 

Fuzzy IsoData thresholding are fused using the fuzzy 

union (max) rule to obtain a fused membership mask 

image. 

Let M1 and M2 be the membership mask images 

returned using fuzzy-based mean-c thresholding and 

IsoData thresholding algorithms. Then, the fused 

membership mask image MF is obtained as 

                           𝑀𝐹 = 𝑀1 ∪ 𝑀2                            (3) 

D. Defuzzification 

The final binary mask image for vessel segmentation is 

obtained from the fused membership mask image by 

transforming the fuzzy memberships to crisp value with 

the help of defuzzification using 𝜆 -cut operation. It is 

given as 

                         𝐵𝑀 =  𝜆𝑡ℎ𝑟𝑒𝑠ℎ(𝑀𝐹)                            (4)  

E. Vessel Extraction 

The defuzzified binary mask image is applied to the 

enhanced green channel image to obtain the segmented 

blood vessels. 

 

                       𝑆𝑣 = 𝐼𝐸 ⨂ 𝐵𝑀                                   (5) 

 

where IE denotes the enhanced green channel image. 

F. Post Processing 

The segmented vessels obtained using Eq. (5) undergo 

post-processing with the help of morphological cleaning 

operations to remove isolated pixels from the segmented 

image. 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

Experiments are carried out with images obtained from 

publically available fundus image databases like Digital 

Retinal Images for Vessel Extraction (DRIVE), 

Structured Analysis of Retina (STARE), and Child Heart 

and Health Study in England (CHASE_DB1) databases. 

DRIVE database contains a total of 40 images which 

are divided into training and testing sets. The images in 

the database are obtained from a diabetic retinopathy 

screening programme conducted in the Netherlands. The 

40 images in the database are randomly selected from 

those obtained from 400 subjects. Among the images 

chosen, only 7 had slight signs of diabetic retinopathy, 

and the remaining are healthy eye fundus. For both the 

training and testing sets, along with the images, 

corresponding manual segmented data and field-of-view 

masks are provided [23]. The STARE database consists 

of 400 raw images and includes a list of diagnoses and 

diagnosis codes for each image.  There are separate sets 

of images for optic nerve identification, blood vessel 

segmentation, etc. For vessel segmentation, 20 sample 

images with manually segmented results from two 

experts are provided [24]. In the CHASE_DB1 database, 

there are 28 images obtained from 14 patients' right and 

left eyes.  It also contains gold-standard data from two 

experts in the field [25]. 

For the implementation of mean-c thresholding, the 

window size is fixed to 1313, and the constant c is fixed 

to 0.042. For the fuzzification of mean-c thresholding and 

IsoData thresholding, the value is fixed at 0.9. For 

defuzzification, the value is set to 0.85 empirically. 

Generally, vessel segmentation algorithms are 

validated by comparing the results obtained using the 

automated method with the ground truth data available. 

The efficacy of the proposed algorithm is evaluated using 

performance metrics like sensitivity, specificity, and 

accuracy [26]. 

 

        𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑡𝑟𝑢𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑓𝑎𝑙𝑠𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
               (6) 

       𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑡𝑟𝑢𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝑓𝑎𝑙𝑠𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
               (7) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑡𝑟𝑢𝑒𝑝𝑜𝑠 + 𝑡𝑟𝑢𝑒𝑛𝑒𝑔

𝑡𝑟𝑢𝑒𝑝𝑜𝑠 + 𝑡𝑟𝑢𝑒𝑛𝑒𝑔+𝑓𝑎𝑙𝑠𝑒𝑝𝑜𝑠+ 𝑓𝑎𝑙𝑠𝑒𝑛𝑒𝑔
         (8) 

Based on the performance evaluation metrics, the 

results obtained using the two thresholding schemes 

(without incorporating the Fuzzy concept) and the 

proposed fusion-based fuzzy thresholding technique on 

images from DRIVE, STARE, and CHASE_DB1 

databases are given in Tables I–III respectively. 

Results obtained for all three algorithms from sample 

images from DRIVE, STARE, and CHASE_DB1 

databases are depicted in Figs. 3–5. 

TABLE I. AVERAGE PERFORMANCE OF THE ALGORITHMS BASED ON 

PERFORMANCE EVALUATION METRICS -DRIVE DATABASE 

 Sensitivity Specificity Accuracy 

IsoData 0.6490 0.9853 0.9497 

Mean-c 0.7376 0.9851 0.9593 

Fusion 0.7691 0.9766 0.9602 

TABLE II. AVERAGE PERFORMANCE OF THE ALGORITHMS BASED ON 

PERFORMANCE EVALUATION METRICS -STARE DATABASE 

 Sensitivity Specificity Accuracy 

IsoData 0.6031 0.9609 0.9165 

Mean-c 0.6326 0.9551 0.9354 

Fusion 0.6948 0.9435 0.9457 

TABLE III. AVERAGE PERFORMANCE OF THE ALGORITHMS BASED ON 

PERFORMANCE EVALUATION METRICS –CHASE_DB1 DATABASE 

 Sensitivity Specificity Accuracy 

IsoData 0.6050 0.9568 0.9239 

Mean-c 0.6917 0.9720 0.9401 

Fusion 0.7435 0.9635 0.9434 

A. DRIVE Dataset 

Table I shows an average improvement of 3% in 

sensitivity measures obtained for the proposed fusion-

based approach. The proposed method offers a slightly 

better value from an accuracy point of view. This work 

mainly focuses on fine-tuning the parameters to suit the 

DRIVE dataset. The computation time and accuracies 
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obtained for sample images are given in Table IV. The 

computation time given is only an indication of the 

relative complexity. The increase in execution time 

compared to the base algorithms is minimal. The 

accuracy obtained is compared with a few selected 

methods (Table V). The proposal is giving a comparable 

or better performance. 

 

               
                           (a)                                                   (b) 

          
    (c)                (d)                          (e) 

Figure 3. Segmented Vessels obtained for image 01_test from DRIVE 

database (a) Original Image (b) Manually Segmented Vessels (c) 
IsoData thresholding (d) mean-c thresholding (e) Proposed fuzzy-based 
fusion approach. 

           
       (a)                                                             (b) 

                 
       (c)                                                     (d) 

 
         (e) 

Figure 4. Segmented Vessels obtained for image im0255 from STARE 

database (a) Original Image (b) Manually Segmented Vessels (c) 
IsoData thresholding (d) mean-c thresholding (e) Proposed fuzzy-based 
fusion approach. 

B. STARE and CHASE Datasets 

6% and 5% improvements in sensitivity measures are 

obtained for images in the STARE and CHASE_DB1 

databases. Regarding accuracy measures, the proposed 

fuzzy-based fusion approach gives comparable results to 

the original thresholding techniques. This improvement in 

sensitivity measure is obtained with a slight decrease in 

specificity, which can be neglected. 

TABLE IV. COMPUTATION TIME VS ACCURACY OF SAMPLE IMAGES  

Image Method 
Time 

(in seconds) 
Accuracy 

 

01_test 

(DRIVE) 

IsoData 0.3231 0.9207 

Mean-c 0.2661 0.9621 

Fusion 0.3531 0.9679 

im0255 

(STARE) 

IsoData 0.4294 0.9237 

Mean-c 0.2296 0.9138 

Fusion 0.4550 0.9333 

Image_05L 
(CHASE_DB1) 

IsoData 0.8628 0.9427 

Mean-c 0.1830 0.9385 

Fusion 0.8961 0.9501 

TABLE V. PERFORMANCE (ACCURACY) OF DIFFERENT ALGORITHMS 

BASED DRIVE DATABASE 

Sl No. Algorithm Accuracy 

1 Farokhian F et al. (2017)  [11] 93.9 

2 Dash and Bhoi (2017) [12] 95.5 

3 Sigursson EM et al. (2014) [15] 95.2 

4 Zhou et al. (2020) [16] 94.6 

5 Mardani and Maghooli(2021) [17] 95.2 

6 Swathi et al. (2021) [18] 96.0 

7 Zhai et al. (2022) [19] 95.7 

8 Yugander et al. (2022) [20] 94.2 

9 Chakour et al. (2022) [21] 93.2 

10 Proposed Method 96.02 
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Figure 5. Segmented Vessels obtained for image Image_05L from 

CHASE_DB1 database (a) Original Image (b) Manually Segmented 

Vessels (c) IsoData thresholding (d) mean-c thresholding (e) Proposed 
fuzzy-based fusion approach. 

Based on the experimentation carried out on DRIVE, 

STARE, and CHASE databases, it is observed that the 

proposed framework can identify more true positive 
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pixels, leading to an increased sensitivity value. Also, the 

accuracy of the proposed fuzzy-based fusion framework 

is comparable with other state-of-the-art methods used for 

comparative study.  

The framework is purely a classical segmentation 

algorithm using a fuzzy approach that does not involve 

learning. Learning-based methods give better accuracy 

with appropriate model parameters and fine-tuning [28]. 

But, it requires a complex learning process and 

sophisticated computing resources. The concept 

introduced can be incorporated into learning-based 

models also. One possible way to improve the algorithm 

is by learning optimal parameters using deep architecture. 

The proposal opens up several possible research 

directions. Some of them are presented below: 

• Preprocessing – several novel algorithms are 

available for Fundus enhancement. Their 

effectiveness in vessel segmentation is linked to 

the segmentation algorithm and vice versa. In this 

work, basic CLAHE is used. An extensive study 

may be carried out with other enhancement 

algorithms. 

• Different Fuzzy implications shall be considered 

for aggregation or defuzzification. 

• Values of performance indicators depend on the 

ground truth provided by the data sets. Hence 

experiments need to be carried out with more 

samples and data sets. 

• Analysis of the key parameters and the possibility 

of relating the parameters with image statistics. 

• The proposed framework is developed using two 

methods. It is extendable to other methods also.  

V. CONCLUSION 

This paper proposes a novel approach for blood vessel 

segmentation using a fuzzy-based thresholding technique. 

Instead of conventional thresholding techniques for blood 

vessel segmentation, a thresholding technique based on a 

fuzzy membership mask is introduced. Membership mask 

images using fuzzy-based mean-c thresholding and 

IsoData thresholding techniques are generated and fused 

using the fuzzy union rule. The fused membership mask 

image is defuzzified using a-a cut operation to obtain the 

final binary mask image for vessel extraction. The 

experimental analysis based on sensitivity, specificity, 

and accuracy measures shows improved performance 

compared to individual thresholding techniques. The 

proposal is a new framework that can be extended in 

different directions to design better approaches for vessel 

segmentation from fundus images.  
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