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Abstract—Face detection and recognition in abrupt dynamic 

images is still challenging due to high complexity of images. 

To tackle this issue, we employed Gray-Level Co-occurrence 

Matrix (GLCM) to convert large video into smaller 

consequential sections containing sequence information 

from a series of images. GLCM is a matrix associated with 

the relationship between the values of adjacent pixels in an 

image. The proposed method is composed of two stages. 

First, the video is taken as input using the histogram 

difference method. Features are extracted using co-

occurrence matrix of images, statistical methods, and the 

border of sudden shots extracted from the video. Second, 

face recognition with the Viola-Jones algorithm is 

performed on the sudden shots extracted in the first step. 

Thus, the face is extracted by video data mining in output in 

close shots. In this method, we compared the parameter 

model in three windows (3, 5 and 7) and threshold limit for 

detecting abrupt cuts between values (0.1, 0.5, 1.5, 1.5 and 2) 

for each window. The highest percentage of face detection is 

attained by considering the maximum percentage of abrupt 

cuts in the 5×5 window with a threshold value of 1. 

 

Keywords—close shot, statistical methods, co-occurrence 

matrix of images, face detection, security, technological 

development 
  

I. INTRODUCTION 

Due to the huge volume of stored video data, the need 

for strategies to explore such big data has been 

considered more than ever in the past few years. Storing, 

managing, retrieving and analyzing video data imposes 

heavy costs on the process in terms of time and 

algorithms. In other words, video data exploration 

involves combining methods of analyzing and retrieving 

this type of data and performing exploration methods. 

Also, the continuous rise in the data volume is another 

challenge. Among multimedia data, video is one of the 

most widely used examples [1, 2]. Organizations, 

institutions, and individuals generate and disseminate 

such data daily. The widespread use of this type of 

multimedia data have been seen in all military, security, 
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scientific and other fields, has caused researchers and 

scholars to pay special attention to it [3, 4]. Unlike other 

examples of data types, exploring video data is a 

relatively new and evolving field of work. Hence, there is 

a need of tools to discover the connections between 

objects or pieces in the video, such as framing video 

images based on their content or extracting patterns from 

them. However, it is associated with high complexity [5, 

6]. Discovering duplicate image patterns is essential to 

reduce the size of the data dimension, this will make it 

easier to understand, organize and search the image 

content. Dividing video into smaller units is one of the 

most essential and basic steps of a video data 

management system, which is one of the main challenges 

[7, 8]. This allows to process video shots and specify 

frames that show a face or non-face. In this paper, face 

detection and recognition challenge has been investigated 

in close shots.  

Face detection is now one of the most important 

research areas that has been considered by many 

researchers and its applications include security control of 

individuals, access control of criminals and 

reconstruction of the face [9]. Facial features significantly 

impact human interactions and show an immediate sense 

of the individual’s moods [10]. However, face 

recognition accuracy in different moods with various 

expressions still needs to improve [11, 12].  

Accordingly, this research has the following main 

contributions. 

• Proposed a framework to detect and classify faces 

in close abrupt images with various expressions. 

• Achieved high accuracy for locating faces in close 

abrupt images with complex background. 

Further, this research has four main sections, Section II 

explores research background, Section III presents 

proposed methodology, Section IV exhibits experimental 

results and finally Section V concludes research. 

II. BACKGROUND 

In video data mining, it is important to discover 

duplicate image patterns to reduce the size of the data 

dimensions [13]. This will make it easier to understand, 
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organize and search the image content. A histogram-

based border detection presented using CBP index, in 

which the comparison of consecutive frame histograms 

was used to reveal the shot edge [14]. Mishr et al. [15] 

proposed a method for detecting video shot transmission 

based on wavelet transform and wavelet entropy, the 

mean and standard deviation in the low frequency of an 

image used to detect the cut transfer [16]. Liu [17] 

presents a new method for recognizing shot boundaries in 

a video stream; in this method, first the video streams are 

divided into different frames, then on each frame, 

processing processes have been performed to extract the 

features, and the maximum average local vector of the 

external data of each frame is considered as the boundary 

of a shot [18]. Finally, an adaptive two-threshold 

algorithm is proposed for video game playing on TV. In 

this algorithm, each frame is first transformed to HSV 

space; the upper and lower threshold ratios are adjusted 

according to the difference in frames. Then the average 

value of the frame difference is calculated by identifying 

the two thresholds [19]. Most of the state-of-the-art 

research described a block matching algorithm and 

complex wavelet transform based on comparing two 

detection techniques using various video sequences. 

Another study developed a technique for recognizing a 

video shot boundary using a Gray Level Co-occurrence 

Matrix (GLCM) to locate a rapid transition between two 

successive images. First, each frame is converted to 

grayscale, then the GLCM-based correlation coefficient is 

determined from successive video frames, and the video’s 

border is threshold [20, 21]. Data mining involves 

extracting hidden information, patterns, and correlations 

from enormous amounts of data [22, 23]. To minimize 

data dimensionality in video data mining, redundant 

visual patterns must be found.  

Liu et al. [17] organized video frames using theoretical 

graphical techniques, and block displacement was 

employed to identify shot changes. Displaced Frame 

Difference (DFD) and flexible planar motion similarity 

are used to identify shots. Another research developed a 

method that retrieved structural information from each 

video frame using a wavelet transform binary tree [18], 

then assessed the structural similarity of succeeding 

frames’ geographical range [19]. On various video 

sequences, a comparison was made between the SBD 

block matching technique and the binary tree-based SBD 

algorithm of complex wavelet transform. A video border 

identification system based on segment selection and 

SVD with pattern matching. 

Pal et al. [20] determined the shot boundaries and 

gradual transition duration using adaptive thresholds, and 

most non-boundary frames are deleted concurrently. 

Research examined shot boundary identification using 

block-based characteristics. This measurement involves 

not halting the camera and moving the object/background 

to identify the shot based on Displaced Frame Difference 

(DFD) and block-like motion [21]. A different effort used 

multi-fractal analysis to recognize video boundaries. 

Low-level features (colour and texture) are taken from 

each video frame and connected to Feature Vectors (FVs) 

in the feature matrix. The matrix row corresponds to the 

frame feature vector, while the columns are the unique 

feature vector components [23]. A model based on shot 

boundary detection utilizing frame transfer parameters 

estimates the frame using the previous and next frames 

[4]. A keyframe-based video summary employing 

adaptive edge rates and auto thresholds is suggested. First, 

the histogram difference of each frame is determined, 

then the Prewitt operator extracts the important frame 

edges [24]. Video shot boundary identification utilizing 

complex binary tree wavelet transform was presented for 

decoding encoded video sequences. The suggested 

approach initially extracts video frame structure using 

dual-tree wavelet transform. Next, structural similarity of 

the spatial domain across frames is calculated [25]. A 

rapid SVD-based shot boundary identification and pattern 

matching is described (SVD). The shot borders and 

transition duration are predicted using compatibility 

criteria, and most non-boundary frames are eliminated. 

A video summary employing shot detection is 

suggested and examined; this analysis uses the difference 

between histogram and block based on changing 

Euclidean distances [26]. In another research, face 

recognition methods such as Viola-Jones, SMQT features, 

SNOW classification, neural network-based face 

identification, and machine-based face vector support 

were examined. These face recognition systems are 

evaluated based on accuracy and remaining quantity 

using DetEval [27]. The Viola-Jones known as a really 

effective method in face recognition. 

Al-Tuwaijari et al. [28] applied many algorithms for 

feature extraction (LDA algorithm) and feature reduction 

(BAT and chicken algorithms), classification (J48 

algorithms) as well as viola jones for main face detection 

algorithm. 

III. PROPOSED METHOD 

The primary purpose of this research is to design and 

implement an optimal face recognition method in close 

shots of video events with high data volume and minimal 

knowledge. In this method, we first reduce the volume of 

data by recognizing the shot boundary in the first step due 

to the high volume of video data. In the second step, with 

the Viola-Jones algorithm, we recognize the face in two 

stages of training and discovery. The proposed 

framework is exhibited in Fig. 1, composed of two main 

steps: recognizing the border of sudden shots and 

recognizing the face in close shots. 

A. Preprocessing for Each Frame  

First, reading the video, in which an input video V is 

first to read and framed as V (F1, F2, …, Fn) and its 

general specifications are checked, then the video frames 

F1, F2, …, Fn are read, respectively. Second, 

transformation to gray level, for this transformation, 

frames F1, F2, …, Fn change from the RGB (red, green, 

and blue) color model to the gray level from Eq. (1): 

( ) ( ) ( ) ( )G _ L 0.30*R 0.59*G 0.11*Bx,y x,y x,y x,y= + +  (1) 
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After that, calculating the histogram of each frame of 

the video, in the image histogram, we have a graph in 

which the number of pixels of the brightness level in the 

input image is specified, each of which is a value in the 

range of 0 to 255. Therefore, to calculate the histogram, 

we have an array of length 256, which is a feature vector 

of the image. In Eq. (2), a brief and useful representation 

of intensity levels has been expressed in a gray level scale 

image: 

l 1
H r p(r )i ii

i 0

−
=
=                              (2) 

where ir  is the i-th level of gray level and p ( ir ) 

represents the probability of occurrence. 

Finally, calculating of the histogram difference 

between two consecutive frames, at this stage, the 

difference between the histogram of the current frame 

and the previous frame is calculated as follows. Eq. (3) 

gives us the histogram difference. 

n
H ((H H ) (H H ))i i 1 i i 1i,i 1

i 1

= −  − − −−
=

              (3) 

where, iH  represents the current frame’s histogram value 

and denotes the previous frame’s histogram value, i is the 

frame number and n is the last frame number, which are 

calculated for all frames. 

 

Figure 1.  The proposed face detection framework. 

B. Extraction of the Features 

1) Detection of sudden shots: After calculating the 

difference of the obtained histograms, by thresholding on 

them, we obtain abrupt cuts, for which we use the Dugad 

model. This model is used to calculate adaptive 

thresholds for each video. According to this model, the 

adaptive threshold significantly improves the detection 

speed regardless of the method used [28, 29]. Our 

parameters in this model include a threshold with a value 

of 3 and a window of 5×5. First, the right and left borders 

of the window are calculated. Then, it is checked that the 

obtained border is the maximum value of the histogram 

difference between the neighboring frames. If it has the 

highest value, it is considered an abrupt cut. The 

thresholds used have been stated in relationship in Eq. (4). 

Condidate
HD Max{HD :s s j 5(x,y)seN

HD | Where i is{1, 2, ..., k} and j is K mod i 0}s j 1(x,y)

=
−

=
+

   (4) 

Cand

s

idateHD  represents the s-th candidate frame with the 

maximum histogram value in consecutive frames. 

The detection of hard shots (candidate frames) has 

been done with the help of Eq. (5). 

Candidate
Candidate True HD is hard cut shots

HD Thrd
s Candidate

False HD is not

candidate

candidat hard cut shotes







(5) 

2) Normalization of the value of candidate frame data: 

With Eq. (6), normalization is performed between the 

output data between 0 and 1. 

Candidate CandidateHD HDCandidate value MINvalueHD
value Candidate CandidateHD HD

MAXvalue MINvalue

−
=

−

             (6) 

3) Calculation of GLCM for consecutive frames: In 

this step for all frames, we calculate the GLCM for the 

current and next frames. The gray level matrix equals the 

number of rows and columns equal to the number of grey 

levels. 

The element of the matrix P (i, j | ∆x, ∆y) is the 

number of repetitions of adjacent pixels in the whole 

image and the pixel distance (∆x, ∆y), one with intensity i 

and the other with intensity j, occurring in a certain range. 

The matrix element P (i, j | ∆x, ∆y) may alternatively be 

considered to include second-order statistical probability 

values for changes between the grey levels i and j at a 

certain displacement distance d and at a particular angle 

(θ). Given the range M  N, for instance, an input picture 

may comprise grey levels G from 0 to G-1 and permit the 

intensity f (m, n) in sample m to be close to line n [30, 

31]. 
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(M x)(N y)

N y M

P i,

x
Q | A

n 1 m

 j  x, y i, 

1

and

1 if  f (m,n) i and f (m x,N y)

j  x, y

i, j  x, 

j
A

0 elsewher

y

e

=

=
− −

− −
=  

= =



= + +

 

=





=







     (7) 

The correlation coefficient xyp  then examines the 

correlation between the two values and is calculated 

according to Eq. (8): 

n n n n
n x y x yp q p q

p 1q 1 p 1 q 1
pxy

x y

−   
= = − =

=
              (8) 

n represents elements’ number in each frame; x  and 

y  are obtained from frames px  and qy  according to 

Eqs. (9) and (10), respectively: 

2
n n

2n x xx p p

p 1 p 1

 
 

 = −  
  = = 

                     (9) 

2
n n

2n y yy q q

q 1 q 1

 
 

 = −  
  = = 

                      (10)

 

4) Thresholding by statistical methods: Our output is 

the number of frames and their correlation coefficient. 

We separate the more appropriate sudden by the mean 

and the median according to the following relationship. 

x 1 pxy= −                            (11) 

f (x)
v 2 ( )mean n

= 


                (12) 

             (13) 

           (14) 

True Vmean+Vmedia

Vme

n
V 20

F aals 1e n 0.




+



          (15) 

where xyp  represents the correlation coefficient, n 

number of frames, L is the lower limit of the middle class, 

F is the cumulative frequency before the middle class and 

the absolute frequency of the middle class and S is the 

distance of the classes. 

Additional abrupt cuts are eliminated during these 

steps, and we have a suitable abrupt cut with a lower fault 

rate. We finally get the final abrupt cuts on the obtained 

values, placing 1 on the minimum value of the correlation 

coefficient and its range between the values of 100 to 

10000. 

5) Face recognition based on the Viola-Jones 

algorithm: After the above steps, from the resulting 

frames with abrupt cut, face recognition with Viola-Jones 

faces recognition algorithm so that the face range is 

detected. The lines are then drawn according to the four 

identified points for each component of the face and 

finally, we do the face detected in the output. Input 

parameters in this algorithm include the detection 

orientation of the face threshold, detection orientation of 

the threshold of the boundaries of the face components 

(right eye, left eye, nose and mouth) and the normalized 

face size, which we have set the face size to the default 

value of 176. Finally, we have output frames that are 

recognized if these are faces. An example of an output 

frame has been shown in Fig. 2. 

  

  

  
  

Figure 2.  Results of output frames. 

IV. RESULTS AND ANALYSIS 

To simulate the method presented in this research, we 

have used MATLAB and experimented database contains 

158 videos, including movies and news, in which more 

faces are used. 

A. Dataset 

Datasets provide standard training and testing images 

for experimental results analysis and comparison in state 

of the art [32]. The dataset experimented in this research 

includes shots extracted from video sequences of movies 

and news. Table I details the experimented database. 

TABLE I.  DATABASE PROPERTIES 

Types 5 movies - sports news 

Number of movies 158 

The total number of abrupt cuts 

(Hard Cut) 
496 

Time of each movie Mac 20s 

Movie format .avi 

Maximum processing time for each 
movie 

Maximum: 0/319890869 
Minimum:  0/002029328 

Frame rate 24 f/s 
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B. Performance Analysis 

Performance is a measure of precision and recall, 

precision means that among the shots with abrupt cut [33, 

34]. How many images with abrupt cut we have in which 

the face is correctly recognized. The recall means that out 

of the number of shots in which the face has been 

correctly or incorrectly identified, how many abruptly cut 

images in which the face has been correctly identified 

have been expressed in Eq. (16) and Eq. (17). 

Pr
( )

TPesicion
TP FP

=
+                     (16) 

Re
( )

TPcall
TP FN

=
+                      (17) 

Table II presents the measurement parameters and their 

brief description. 

TABLE II.  ASSESSMENT PARAMETERS 

Descriptions Assessment Parameter 

Abruptly cut images in which the 

face has been correctly 

recognized. 

TP 

Abruptly cut images in which the 

face has not been recognized. 
FP 

Images are unrelated to abrupt 
cuts that are not recognizable and 

have a face. 

TN 

Images are unrelated to abrupt 
cuts that do not have a face and 

the face in them is misdiagnosed. 

FN 

 

In Table III, the values of the measurement parameters 

have been calculated by changing the thresholds, which is 

the best threshold by calculating the threshold precision 

and recall values of 0.5 for windows 3 and 7, and the 

value of 1 is the best threshold in window 5. Similarly, 

Table IV and Table V present calculation of measurement 

criteria based on thresholding on the 5×5 window and 

7×7 window. 

TABLE III.   CALCULATION OF MEASUREMENT CRITERIA BASED ON 

THRESHOLDING ON THE 3×3 WINDOW 

TRD=2 TRD=1/5 TRD=1 TRD=0/5 TRD=0/1 Metrics 

46 84 113 119 113 TP 

391 283 202 183 175 FP 

119 163 195 197 197 TN 

59 92 108 96 101 FN 

TABLE IV.  CALCULATION OF MEASUREMENT CRITERIA BASED ON 

THRESHOLDING ON THE 5×5 WINDOW 

TRD=2 TRD=1/5 TRD=1 TRD=0/5 TRD=0/1 Metrics 

47 85 116 113 110 TP 

389 281 191 198 177 FP 

122 157 200 198 200 TN 

57 929 105 95 97 FN 

TABLE V.  CALCULATION OF MEASUREMENT CRITERIA BASED ON 

THRESHOLDING ON THE 7×7 WINDOW 

TRD=2 TRD=1/5 TRD=1 TRD=0/5 TRD=0/1 Metrics 

48 86 112 115 115 TP 

387 272 210 185 179 FP 

122 160 192 204 196 TN 

58 90 98 91 94 FN 

C. Comparisons and Discussion 

The graphs have been plotted by examining the values 

of the variables detailed previously. However, we 

compared the proposed model in three windows (3, 5 and 

7). In addition, the threshold limit for detecting abrupt 

cuts between values (0.1, 0.5, 1.5, 1.5 and 2) for each 

window was also compared. The results presented in Fig. 

3 are of the 3×3 window with the mentioned thresholds. 

 

Figure 3.  Results obtained for the 3×3 window with different threshold 
limit. 

Fig. 4 presents 3×3 window, the threshold limit of 0.5 

has the best efficiency and the following diagrams are the 

results of the 5×5 window with the mentioned thresholds. 

Therefore, the proposed method with window 5 and 

threshold 1 is the most optimal method. 

 

Figure 4.  Results obtained for the 5×5 window with different threshold 
limits. 

Finally, Fig. 5 shows results of the window with a 

value of 7 with the thresholds shown in the diagrams 

below. According to these diagrams, 0.5 also has the best 

efficiency, which, as can be seen, does not change the 

value of the optimal threshold as the window decreases or 

increases. 
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Figure 5.  Results obtained for the 7×7 window with different threshold 
limits. 

By observing and examining the above diagrams (Fig. 

6) for each window, the threshold value of 0.5 in the 3×3 

window, 1 in the 5×5 window and 0.5 in the 7×7 window 

provides us the best output that our proposed method with 

a 5×5 window and threshold value of 1 has the most 

efficient result among the studied methods. Table VI 

shows the highest percentage of face detection, 

considering the maximum percentage of abrupt cuts in 

the 5×5 window with a threshold value of 1, which is 

34.66. 

According to the results and review of windows 3 and 

7, the number of additional abrupt and wrong cut values 

that we have in the output is high, which reduces the 

efficiency of work. However, we have the best in 

windows 5 with threshold 1. 

W= 3

  

 

W= 5 

 

W= 7 

 

Figure 6.  Presents a general diagram of the results from each window 
as follows. 

TABLE VI.  PERCENTAGE OF FACE RECOGNITION IN CLOSE SHOT 

Percentage of face 

recognition in close shot 

(%) 

Percentage of abrupt 

cuts (%) 

Number of face 

recognition in close shot 

Number of faces in 

close shot 

Number of 

abrupt cuts 

Number of 

output frame 

Threshold 

Value 
Windows 

58/68 83/56 125 213 488 585 0/1 

3 ×3 

63/30 79/66 138 218 474 595 0/5 

65/27 73/69 141 216 451 612 1 

64/42 53/91 201 312 406 753 1/5 

60 40/11 216 360 359 895 2 

59/22 81/33 122 206 475 584 0/1 

5 ×5 

61/68 78/65 132 214 468 595 0/5 

66/34 79/02 138 208 486 615 1 

64/64 54/05 203 314 407 753 1/5 

60/22 39/84 215 357 359 901 2 

60/46 81/67 130 215 477 584 0/1 

7 ×7 

62/79 79/32 135 215 472 595 0/5 

66/05 72/96 144 218 448 514 1 

65/79 53/65 202 307 404 753 1/5 

60/27 39/62 217 360 357 901 2 

 

D. Comparisons Using Histogram Differences 

After evaluations and examinations, the relationships 

mentioned have been compared in Table VI to improve 

the work, and the results have been shown below. Table 

IV and Table V show the different calculations of the 

histogram difference calculation, where iH  represents 

the current frame histogram, 1iH −  denotes the previous 

frame histogram, i is the frame number and n is the last 

frame number, which are calculated for all frames. The 

following proposed Eqs. (18–21) introduce how to 
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calculate histogram differences and their relationships in 

this research. The Fig. 7 exhibits results comparison 

using following relationships: 

2 ( ) ( )1 1

1

= −  −− −

=


n

F H H H Hi i i i

i

                (18) 

2 ( ) / ( )1 1

1

= − −− −

=


n

F H H H Hi i i i

i

                 (19) 

 3 ( ) ( )1 1

1

= −  −− −

=


n

F H H H Hi i i i

i

                    (20) 

4 ( ) / ( )1 1

1

= − −− −

=


n

F H H H Hi i i i

i

                     (21) 

 

Figure 7.  Results of the comparison of the mentioned relationships. 

According to the results of the F1 relation, a better 

result has been provided because it gives us suitable hard 

cuts in the output, and we have fewer excessive cuts. 

V. CONCLUSION 

Today, due to the huge volume of video data and the 

need to process, categorize and maintain them, using 

human resources to do such things is very time-

consuming, costly, and even impossible. Shot boundary 

detection reduces unused data for our operations, and 

deleting this data speeds up processing. Moreover, this 

operation helps discover new information among large 

volumes of data. However, it should be noted that critical 

information can also be lost in some videos. This article 

has presented an approach to identify the boundary of 

shots in video sequences with the least errors. First, we 

removed the shots that did not include abrupt cuts with 

statistical and histogram difference methods. We have 

detected the faces at high accuracy in the shots with 

abrupt cut through the Viola-Joyce algorithm. As future 

work, we will explore the shot boundary in video 

sequences, which include gradual and abrupt changes in 

brightness in sequential shots, gradual fading, and rapid 

displacement of objects to increase the efficiency of shot 

boundary detection in video sequences. 
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