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Abstract—In social media, a significant amount of data has 

been distributed in the entire world with thousands of new 

users joining social media each day. Social media is a virtual 

life where malicious users can impact someone’s reputation. 

Mostly such kind of activity is performed by fake accounts. 

Thus, identification of fake profiles is necessary and can be 

done in the early stage of profile building is an essential task 

for ML. In this paper, the aim is to design a ML model which 

identifies fake profiles in the early stage and ML based 

survey on social media has been carried out. Further, the 

collected literature is categorized according to the used social 

media datasets and popular areas of employing ML in social 

media platforms. In this investigation, we have used the 

Twitter dataset fake profile detection to demonstrate the 

proposed idea of ML-based fake news detection. The 

proposed model includes preprocessing to refine the contents 

and attributes to improve the quality of the dataset and 

reduce dimensions of the data. The next five popular ML 

algorithms namely C4.5, Bayes classifier, SVM, ANN, and 

KNN algorithms are implemented to predict the fake 

profiles. The evaluation of the system is performed under two 

scenarios based on training and testing sample ratio of 70-

30% and 80-20% and using 4-fold cross-validation. Findings 

show 80-20% based samples reduce the resource 

consumption and 70-30% of ratio improves the classification 

accuracy. Finally, the future extension of the presented work 

has been discussed. 

 

Index Terms—social media analysis, security and privacy, 

fake profile detection, data mining and techniques, survey 

 

I. INTRODUCTION 

Use of Machine Learning (ML) is growing for different 

applications to recognize patterns, predictions, and 

classification. These techniques can perform automated 

and accurate data analysis. Thus, it becomes acceptable in 

the field of engineering, medical, business, and more. 

Similarly, the increasing use of digital data is not only 

increasing new possibilities it also involving new 

challenges [1]. In this paper, the use of ML in social media 

security in terms of early fake profile detection has been 

described.  

Social networking or “Online Social Networking 

(OSN)” becomes much popular in recent years [2]. It is a 

platform to search people, share data, and express 

emotions [3]. It is a way to share information with their 

contacts. But issues related to information leakage, 

identity, and discloser of sensitive information invite 

malicious attacks [4]. 

There are two kinds of OSN is available i.e., client-

server and peer to peer architecture based. Almost all 

OSNs are web-based and centralized OSN. The processes 

i.e., storage, maintenance, and access are provided by 

centralized authorities such as Facebook and Twitter [5]. 

Some OSN can also be designed using P2P architecture. It 

is a decentralized approach to implementation. This 

supports data exchange and local services during the 

absence of the Internet [6]. Social media is a popular 

platform for every age group where anybody can join and 

meet new people i.e. Facebook and Twitter [7]. There are 

two kinds of users first technically sound and know the 

usages and limits. And the second type of user is not 

understanding the technology and limitations [8].  

Some users are using the OSN platform for promotions, 

activity, events, political views, and advertisements, and 

working legitimately but some of them are abusing the 

policies of OSN by promoting and distributing the hate, 

spam, and phishing contents [9]. Thus, identification and 

differentiation between fake and legitimate profiles in 

OSN are required for friendly and secure OSN ecology.  

In this paper, we are aimed to study and design an ML-

based method for fake profile classification. These 

techniques are applied to GitHub-based twitter fake profile 

detection dataset for classifying them into fake and 

legitimate profiles. The next section reports essential 

contributions for fake profile detection using machine 

learning-based techniques. Further, a data mining model is 

proposed. Then next we have discussed the experimental 

analysis and results. Finally, the conclusion and future 

research directions are suggested for improvements. 

II. LITERATURE SURVEY 

Due to the increasing popularity of social media 

platforms fake profiles is also growing. There is various 

type of malicious purpose behind creating such a false 

account or identity. Using such kind of fake profiles are 

very harmful to society and can be involved in various 

social and cybercrimes. Therefore, in order to understand 

the nature and current research or social media security, 

we have collected more than 50 recent research and survey 

articles. Among them, we have selected the 25 most 

relevant to the proposed research domain. Next, we have 
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categorized these research papers into six research 

categories. These categories are listed in Table I.  

TABLE I. RESEARCH ISSUES IN OSN 

S. No. Issue References 

1. Fake Profile  [10], [11], [12], [13], [14] 

2. Social bots  [15], [16], [17], [18], [19] 

3. Fake News  [20], [21], [22], [23], [24] 

4. Spamming  [25], [26], [27], [28] 

5. Attacks and security  [29], [30], [31], [32], [33] 

6. Risk assessment [34] 

 

In most of the work fake profiles are involved. 

According to the percentage popularity of the research 

topic, we described the total amount of work into their area 

of employment in Fig. 1. 

 
Figure 1. Social media security contributions. 

In the collected literature we found most of the authors 

are utilizing the ML algorithms for identifying the fake 

user accounts. Therefore, we need a suitable dataset also 

thus we have explored the same articles in order to find an 

appropriate dataset to train the algorithms. Table II and 

Fig. 2 demonstrate the popularly used dataset prepared for 

different social media platforms. 

TABLE II.  DATASET USED IN RESEARCH WORK 

S. No. Dataset Used References  

1 Twitter  [13], [25] 

2 Facebook [35] 

3 Public spam user dataset [36] 

4 Twitter  [37], [38] 

5. Academia [39] 

6. LinkedIn [40] 

 

Figure 2. Dataset used  

The literature shows the different authors are 

considering different scenarios of experiments and due to 

which they are creating datasets by own or utilizing some 

predefined datasets. By analysis of 8 articles that are 

working with existing datasets. Based on the findings of 

the articles we concluded that the Twitter dataset is 

frequently used additionally openly available for 

experimentations. Thus, we have concluded to use the 

Twitter social media dataset for our experimental study. 

III. PROPOSED WORK  

To design the required machine learning model for the 

early-stage fake profile detection technique we have 

proposed an experimental model. This model is 

demonstrated in Fig. 3. The details of the proposed model 

are described in this section. 

 

Figure 3. Proposed classification model. 

A. Dataset 

The main aim of the proposed investigation is to explore 

and design an accurate and efficient data mining model for 
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classifying fake Twitter profiles. In this context, we offer 

the evaluation of supervised learning algorithms with the 

available fake profile dataset [41]. That dataset is available 

in Comma-Separated Values (CSV) format. The dataset 

contains a total of 33 attributes. The profile information is 

distributed in two separate files one for fake and the 

second for legitimate. The first file contains 1338 

instances and the second file contains 1482 instances. The 

file name is treated here as the class labels legitimate and 

fake. After combining both the files we get a total of 2820 

instances of data and two class labels.  

B. Data Preprocessing 

The dataset contains a significant number of attributes 

that are a total of 34 attributes and one class label. In this 

process, we are trying to reduce and refine the attributes 

which are essential. The attributes ID, Name, and 

screen_name is used for identifying the person or profile. 

Thus, among these three attributes we just pick only one 

of them here, we take the ID as compared to the other two 

attributes. Further, the attributes statuses_count, 

followers_count, friends_count, and favourites_count are 

essential for profile identification. Next, the dataset 

contains the listed count which is not much effective 

according to us thus we reduce this attribute. Further, the 

attribute created at is important to know how old a profile 

is thus the date and time are converted into the number of 

days. Obviously, a social media profile has a unique URL 

thus we remove the URL attribute. Further, the attributes 

lang, time_zone, and location can be combined into one, 

thus we consider time zone as compared to the other two. 

Here two attributes default_profile and 

default_profile_image is consolidated into one as the 

Boolean true or false. Further attribute geo_enabled, 

profile_image_url, and profile_banner_url is transformed 

into Boolean. Additionally, 

profile_use_background_image and 

profile_background_image_url_https is consolidated into 

one as Boolean. Further, three attributes namely 

profile_text_color, profile_image_url_https, and profile_ 

sidebar_border_color are not much essential for profile 

characterization thus we reduce these attributes. In next 

profile_background_tile is converted into Boolean, 

additionally profile_sidebar_fill_color, 

profile_background _image_url, profile_link_color and 

utc_offset is removed as non-essential attributes. Further, 

the attributes Protected, Verified and Description is used 

as Boolean. Next, the Updated is used as the number of 

days for finding freshness of profile, and the last attribute 

Dataset is removed as a non-essential attribute. 

Finally, among 34 attributes we consider only 17 

attributes and reduced nonessential attributes. Thus, now 

after consolidation and transformation, we have 17 

attributes and one class label as part of the dataset. But the 

data may contain an amount of noise and unwanted data. 

Additionally, it is possible some of the instances are 

abundant which may contain missing or null values and 

special characters. The aim of preprocessing is to clean the 

data and improve the quality to improve the learning 

performance. 

C. Pattern Learning and Classification  

The preprocessed data is used further for decision-

making purposes. Therefore, data organized previously is 

preserved in a local database to create training and testing 

data. In this context, 70% of randomly selected data 

instances are used as the training set. In addition, that using 

the concept of n cross-validation 4 fold test dataset is 

prepared. The 30% of randomly selected data are in four 

folds used for testing the data mining algorithms. 

Additionally, the 80-20% ratio is also used for 

experimentation. In order to learn about data patterns and 

to accurately classify the data following experimental 

system is developed as given in Fig. 3.  

The functional aspects of the components input dataset, 

data preprocessing, data splitting, training set preparation, 

and testing dataset preparation are explained in the 

previous section. Here the three components are explained 

namely algorithm training, trained model, and 

classification performance. In order to train the system, 

five supervised learning algorithms are considered namely 

C4.5 decision tree, SVM (support vector machine), ANN 

(Artificial Neural Network), Bays classifier, and KNN (k-

nearest neighbor) algorithm. These models are accepting 

the training datasets and produce the trained model 

accordingly. For example, SVM and ANN are producing 

the opaque model, KNN, Bays, and C4.5 algorithms 

producing the transparent models.  

After learning these models accepting the test dataset 

prepared in 4 folds and performs classification and 

produces the efficiency of classification outcomes for the 

test datasets. These model’s performance outcomes are 

reported in the below Table III. 

TABLE III. THE EFFICIENCY OF CLASSIFICATION OUTCOMES FOR THE 

TEST DATASETS 

Algorithms 
Performance Summary for 70-30% 

Validation 

Summary for 80-
20% 

Accuracy Error rate Memory Time Accuracy Error rate 

C4.5 86.5% 13.5% 14029 KB 267 MS 83.4% 16.6% 

Bays 84.3% 15.7% 13898 KB 289 MS 82.9% 17.1% 

ANN 97.4% 2.6% 15294 KB 365 MS 95.7% 4.3% 

SVM 96.5% 3.5% 15164 KB 376 MS 94.2% 5.8% 

KNN 84.2% 15.8% 13772 KB 398 MS 83.5% 16.5% 

IV. RESULTS ANALYSIS 

This section explains and compares the performance of 

the implemented data mining algorithm in the context of 

classifying fake profiles. The following performance 

parameters are measured for their comparative 

performance study. 

A. Accuracy  

The accuracy can be explained as the measurement of 

algorithm classification correctness. That can be measured 

using the ratio of total correctly classified and the total 
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patterns to be classified. That can also be represented using 

the following equation: 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑

𝑡𝑜𝑡𝑎𝑙 𝑝𝑎𝑡𝑡𝑒𝑟𝑛𝑠 𝑡𝑜 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑦
𝑋100 

 

Figure 4. Accuracy (%). 

The accuracy of the algorithms is given in Fig. 4 for 

both the validation ratio. The accuracy of the algorithm is 

notified in the Y-axis and the X-axis shows the validation 

ratio. The accuracy of the algorithm is calculated here in 

terms of percentage (%). According to the obtained results, 

the performance of the algorithm is found effective with 

the 70-30 ratio as compared to the 80-20 ratio. 

Additionally, we found that the SVM and ANN show 

higher performance as compared to the other implemented 

algorithms. Thus, in near future, both the algorithms can 

be considered for implementation of the proposed data 

model. 

B. Error Rate 

The error rate of an algorithm demonstrates the 

misclassification rate of the algorithm as a performance 

parameter. That can be calculated using the following 

equation: 

𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 = 100 − 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 

 

Figure 5. Error rate (%). 

The error rate of the implemented algorithms is shown 

in Fig. 5. The performance shows for both kinds of 

validation ratios. In order to show the performance of the 

algorithm X-axis shows the validation ratio additionally Y 

axis shows the error rate (%). The performance of the 

system shows the ANN and SVM report fewer error rates 

as compared to other algorithms. 

C. Time Consumption 

The time consumption is also termed time complexity. 

The amount of time consumed for classification is also 

calculated in this section using the following formula: 

𝑡𝑖𝑚𝑒 𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 = 𝑒𝑛𝑑 𝑡𝑖𝑚𝑒 − 𝑠𝑡𝑎𝑟𝑡 𝑡 𝑖𝑚𝑒 

 

Figure 6. Time consumption (MS). 

The two-validation ratio i.e., 80-20 and 70-30 is 

reported in Fig. 6. The performance of the implemented 

algorithms in terms of time consumption is given using the 

same figure. The time is measured here in terms of 

milliseconds. In order to represent the performance of both 

kinds of validations, X-axis represents the ratio and Y-axis 

shows the time. According to the obtained results, the ratio 

70-30 consumes a higher amount of time as compared to 

the 80-20 ratio. That is because the 80-20 ratio contains 

fewer amounts of data for classification as compared to the 

70-30 ratio.   

D. Memory Usage  

The memory usages are also an essential parameter for 

the performance evaluation of a data mining algorithm. 

The memory usages of the algorithm are computed using 

the following equation. 

𝑚𝑒𝑚𝑜𝑟𝑦 𝑢𝑠𝑎𝑔𝑒 = 𝑡𝑜𝑡𝑎𝑙 𝑚𝑒𝑚𝑜𝑟𝑦 − 𝑓𝑟𝑒𝑒 𝑚𝑒𝑚𝑜𝑟𝑦 

 

Figure 7. Memory usage (KB). 

The memory usage of the implemented algorithms is 

explained in Fig. 7. That is provided in two parts first 

contains the 70-30 ratio and the second contains the 80-20 

ratio. In order to show the performance, the X-axis 

contains the validation ratio and Y-axis shows the memory 

in KB (kilobytes). According to the results, the ratio 80-20 

requires less amount of memory as compared to 70-30 
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ratio because the ratio 80-20 requires less amount of data 

storage on the main memory as compared to 70-30 ratio. 

V. CONCLUSION & FUTURE WORK 

The aim of this paper is to explore the techniques and 

methods which are used for fake profile detection in 

different social media platforms. In this context, the survey 

on existing approaches based on machine learning and 

data mining is explored. In addition to that, the different 

datasets available are also obtained. Based on the 

availability of the dataset a data mining model is proposed 

in this work. In this context first, the dataset is refined and 

consolidated with the expert's help and then the popular 

data mining algorithms are applied to the data. There are 

five machine learning algorithms namely KNN, SVM, 

ANN, Bays, and the C4.5 decision trees are used. Further 

for obtaining the performance the 4-fold cross-validation 

process is used and the performance in terms of accuracy, 

error rate, memory, and time complexities are measured. 

There are two kinds of validation ratios that were used i.e., 

70-30% and 80-20%. The performance summary of the 

techniques is reported in the table. 

According to the obtained performance, the proposed 

model demonstrates the performance in terms of accuracy 

and error rate works effectively for 70-30% ratio and for 

resource consumption 80-20% is the effective ratio. Using 

these obtained results, we obtained two effective and 

accurate classification techniques which are further used 

for developing a more improved model of fake profile 

detection. In near future, the proposed work is extended in 

the following manner. 

1) The use of the concluded algorithm is done for 

implementing the further extended model 

2) The current model is extended with the help of 

profile contents also and the text mining algorithms  

3) In order to obtain the effective profile text analysis, 

the sentiment-based classification is used 
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