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Abstract—Multi-agent Pathfinding, also known as MAPF, is 

an Artificial Intelligence problem-solving. The aim is to 

direct each agent to find its path to reach its target, both 

individually and in groups. Of course, this path allows agents 

to move without colliding with each other. This MAPF 

application is implemented in many areas that require the 

movement of various agents, such as warehouse robots, 

autonomous cars, video games, traffic control, Unmanned 

Aerial Vehicles (UAV), Search and Rescue (SAR), many 

others. The use of multi-agent in exploring often assumes all 

areas to be explored are free of obstructions. However, the 

use of MAPF to achieve their goals often faces static barriers, 

and even other agents can also be considered dynamic 

barriers. Because it requires some constraints in the program, 

such as agents cannot collide with each other. The use of 

single-agent can find the shortest path through exploration. 

Still, multi-agent cooperation should shorten the time to find 

a target location, especially if there is more than one target. 

This paper explains the Systematic Literature Review (SLR) 

method to review research on various multi-agent 

pathfinding. The contribution of this paper is the analysis of 

multi-agent pathfinding and its potential application in 

solving maze problems based on an SLR.  

 

Index Terms—systematic review, multi-agent, pathfinding, 

maze 

 

I. INTRODUCTION 

The maze is a travel puzzle with complex branching 

passages where the explorer must find a route. The mission 

of this travel puzzle is to find the fastest route to reach the 

destination. The objective can be a way out or a location in 

the maze to find. Since the route in the labyrinth is 

unknown, explorers must find a way to reach their 

destination. The destination location can be known or 

unknown, and different characteristics are needed in 

developing search algorithms for explorers. This maze 

problem is often contested, such as the micro mouse 

competition held every year in various countries. 

Participants develop an algorithm that can guide their 

robot to find a route in the maze in the fastest time. This 

maze algorithm application has been developed for various 

uses, such as find ing the shortest route for travel maps, 

developing warehouse applications, and even being used 

in the medical world. 

This paper explains the SLR process on various multi-

agent pathfinding researches used for maze exploration. 

Maze exploration algorithms have been studied since the 

second half of the nineteenth century and are closely 

related to Graph Theory. The maze exploration usually 

uses a single agent that roams the maze. However, as 

technology develops, Multi-agent Systems (MAS) have 

also begun to develop autonomous robot systems. The 

MAS used in finding a path to reach a destination is known 

as Multi-agent Pathfinding (MAPF). They must find the 

target without colliding with each other in the shortest time 

or the shortest distance. 

Distributed Artificial Intelligence (DAI) technology has 

increased along with the need to solve complex 

computational problems. Based on its ability to complete 

tasks, Table I shows that the DAI algorithm can be grouped 

into three classifications: Parallel AI, Distributed Problem 

Solving (DPS), and Multi-agent System (MAS). 

MAS has agents as autonomous entities. In DPS, agents 

make independent decisions based on their learning 

capability. They get the information based on their 

interaction with the environments and their collaborative 

information. Then agents can make the best calculation to 

achieve their tasks. Its high flexibility makes MAS suitable 

for solving problems [1]. Based on its fundamental 

capabilities and features, agents are entities in the 

environment and perceive any parameters and use them to 

make decisions. Fig. 1 shows the characters of a single 

agent as a part of MAS. 

TABLE I. THREE CLASSIFICATIONS OF DISTRIBUTED ARTIFICIAL 

INTELLIGENCE 

Parallel AI Distributed 

Problem Solving 

Multi-Agent Systems 

The use of 

parallelism tasks 
to increase the 

efficiency of the 

AI algorithm 

Utilization of 

compute nodes that 
work together to 

share knowledge 

and resources to 
complete shared 

tasks. 

MAS is more flexible 

due to autonomous 
agents who can learn, 

make independent 

decisions, and work 
collaboratively to 

complete tasks. 

Based on many articles, agent characters can be mapped 

in Fig. 1, while Table II shows the seven important MAS 

features and their feature categorizations. 
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There are two main objectives in using multi-agents in 

robots: the first is cooperation and coordination between 

robots, then the second is planning the trajectory of the 

robots. The robot uses its sensors to detect environmental 

conditions; It is programmed to function as a decision-

maker, path planning, task management, and 

communication agent. 

 

Figure 1. Agent’s characters. 

TABLE II. MAS FEATURES AND CATEGORIZATION [1] 

Features Categories References 

Leadership Leader-follow 

Leaderless 

[2] 

[3] 

Decision function Linear 
Non-linear 

[4], [5] 
[6], [7] 

Heterogeneity Heterogeneous 

Homogenise 

[8], [9] 

[6] 

Agreement 
parameters 

First-order 
Second-order 

High order 

[7] 
[5] 

[5] 

Delay  With delay 

No delay 

[10], [11] 

[6] 

Topology Static  

Dynamic  

[9] 

[11] 

Data transmission Triggered by time 

Triggered by event 

[12] 

Mobility Static agents 

Mobile agents 

[13] 

 

One of MAS development is Multi-agent Pathfinding 

(MAPF), as a fundamental computation. It has been 

developed in many implementations such as computer 

games, warehousing, robotics, traffic optimization, vehicle 

automation, and many others. MAPF can be solved 

optimally using These algorithms: 

1) Reduction-based solvers simplify MAPF into well-

known algorithms, such as SAT [14], linear integer 

programming, and programming of response sets.  

2) Search-based solvers, like Flood Fill algorithm [15], 

Dijkstra's algorithm [16], A* algorithm [17], 

Pledge algorithm [18], Genetic algorithm [19], 

Trees and Ant colony optimization [20].  

A search-based solvers algorithm for pathfinding 

intends to reduce costs from start to target. A* algorithm 

is often used in Artificial Intelligence that follows the path 

because it can reduce the heuristic cost as low as possible. 

Apart from A *, there is also an ant colony algorithm that 

mimics the behavior of the ants. The algorithm initially 

randomly traverses nodes while updating the cost of each 

node. Then we can get a route that has the optimal time. 

The drawback is that it requires many iterations. There is 

also a Flood Fill algorithm often used for maze exploration. 

Each cell in Flood Fill has a value in its distance from the 

target. Of course, this requires constant updates. [21] 

Table III shows the advantages and limitations of 

pathfinding maze algorithms. These algorithms are 

implemented as a single agent in the static maze 

environment. A* and Flood Fill are the most often used to 

implement a maze-solving robot.  

TABLE III. COMPARISON OF PATHFINDING MAZE ALGORITHM 

Algorithm Advantages Limitation 

A* Cost-efficient Requires a large 
amount of memory 

Ant colony 

algorithm 

Optimal time More number of 

iterations 

Genetic algorithm Multiple solutions 

(beneficial when 

input is enormous) 

Inconstant 

optimization 

response times 

Depth First Search Simple to implement Large computing 
power 

Breadth-First 

Search 

When memory is 

not a problem 

Large space 

complexity 

Flood Fill Optimal High-cost updates 

 

Overall, the structure of the paper consists of an 

introduction as the first section. The second section 

explains the review process in a systematic review. The 

third section presents the findings, then conclusions and 

study of possible works in the fourth section. 

II. REVIEW PROCESS 

The purpose of this paper is designed to find out studies 

that are relevant to the use of multi-agent pathfinding in 

the maze using SLR. This section involves search terms 

and selecting literature, which is required for the next stage 

of the search process. Understanding how some 

researchers conducted previous research and their 

contribution is necessary. It will enhance research in 

minimizing the waste of effort and duration. This 

Literature Review will review previous research to 

summarize its publication, but it is not a complete review 

of all studies. 

The preliminary findings from the systematic literature 

review undertaken to analyze the domain described are 

carried out in this section. It aims to explore in this regard: 

• As an intelligent multi-agent scheme, the essential 

requirements of MAPF.  

• The methods, methodologies, and algorithms used 

to construct the MAPF field and various integrated 

approaches to reasoning. 

• Strength and weaknesses of the approaches 

proposed.  

• Also, all issues were found, including future trends 

and developments. 

Systematic Literature Review (SLR) is a systematic 

mapping study that aims to gather and classify based on 

specific criteria (Petersen, Vakkalanka, and Kuzniarz, 

2015 [22]). This study uses Kitchenham's concept of the 

systematic literature review [23]. The systematic review 

process is shown in Fig. 2.  

It is possible to collect, evaluate, and interpret various 

studies relevant to the research through the SLR. So that 
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can be presented an appropriate evaluation of different 

research topics using a reliable methodology, with the 

following reasons: The need to determine and summarize 

the current outcome of technology research and recognize 

technology gaps that can produce future research topics. In 

Fig. 2, the review process has three levels: planning, 

implementing, and reporting the study. The remainder of 

this section addresses our chosen strategy and all its main 

components in detail. 

 

Figure 2. The systematic review process [24]. 

TABLE IV. RESEARCH QUESTION ON LITERATURE REVIEW 

ID Research Questions 

RQ1 What are the multi-agent pathfinding application 

areas? 

RQ2 What are the central purposes of the MAPF system? 

RQ3 What is the kind of environment for a multi-agent-

based maze pathfinding system? 

RQ4 What techniques are appropriate in the navigation 
environment for pathfinding? 

RQ5 What are the algorithms used to develop intelligent 

maze pathfinding? Furthermore, which strategies are 

appropriate to use to give agents the ability to make 
the decision? 

RQ6 Which of the proposed system of multi-agent 

pathfinding is a complex maze environment being 
studied or incorporated? 

RQ7 What are the advantages, weaknesses, and 

assumptions of the reasoning frameworks proposed 

for MAPF? 

RQ8 In the literature, what are the main challenges and 

potential future research? 

 

Fig. 3 shows a basic mini-map of a systematic literature 

review. This systematic literature review's primary 

purpose is to identify multi-agent pathfinding in a dynamic 

maze, model, and dataset methods. 

A. Planning the Review 

This process describes and discusses current systematic 

MAPF literature reviews and ensures the need for a 

systematic review. The outcome of these pre-review 

activities specifies the research questions. 

1) Formulating research questions 

Using the Goal-Question-Metrics approach, the purpose 

of this analysis is as follows: 

• Goal: Search, Study, and Compare 

• Topic: Consideration Systems 

• Object: a MAPF in the maze 

• Point of view: The perspective of the researcher. 

Eight Research Questions (RQ) were formulated based 

on the objectives to identify the problems of MAPF in the 

maze and seek various contributions from the literature. 

These RQs are the standard for sorting and evaluating all 

reference articles. Table IV lists literature review research 

questions sorted from the most basic. 

2) Specifies the protocol for analysis 

Kitchenham [23] outlined the need to use a review 

protocol to determine the method used for systematic 

reviews. SLR activity is determined through a review 

protocol such as steps to select the main study, applied 

criteria, assessing the quality of the study, a strategy to be 

used for data collection and dissemination. 

B. Implementing the Review 

This phase has several phases: article collection, sorting, 

extraction, and synthesis.  

1) Article collection 

The collection of various articles has been carried out 

from October 2019 to January 2021. Using repeated search 

techniques, the SLR aims to find as much of the primary 

research as possible that is relevant to the research problem. 

Therefore, a comprehensive search for preliminary studies 

is carried out, so it is necessary to determine a strategy in 

search and its application. The article submission process 

is divided into the following two main sub-activities:  

a. Search queries use MAPF, pathfinding algorithm, 

multi-agent system, maze solver, search, and rescue. 

b. Scopus, SpringerLink, IEEExplore, ACMDigital 

Library, Google Scholar, and Semantic Scholar 

conduct searches using the following electronic 

databases. 

A search from these electronic databases returned 4983 

article titles. However, the results obtained may occur that 

the articles have the exact title duplication. Those are why 

the following selections were made. 

 

Figure 3. The process of collecting and selecting articles. 

2) Article sorting 

Fig. 3 shows the process of article selection. In order to 

sort suitable studies select appropriate studies for review, 

two groups of inclusion and exclusion criteria were 

determined: 

a. Early Selection: So many articles are collected for 

sorting, then all of them are sorted by abstract, title, 

and keyword list. For this reason, inclusion and 

Reporting the review

Final report

Implementing the review

Article collection Article sorting Data extraction Data synthesis

Planning the review

Identication of 
needs

Formulate 
research 
question

Assign the review 
protocol

Approve the 
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exclusion criteria are applied at this stage. Articles 

that meet these criteria will be included in the next 

stage. 

TABLE V.  SUMMARY OF SLR SOLUTIONS TO ANSWER RESEARCH 

QUESTIONS  

ID Research Questions Result 

RQ1 What are the multi-agent 

pathfinding application 
areas? 

Transportation, mining, 

planetary exploration, 
autonomous management, search 

and rescue, monitoring and 

surveillance, data transfer, 
computer games 

RQ2 What are the central 

purposes of the MAPF 
system? 

Finding the shortest and fastest 

path using multi-agent 

RQ3 What is the kind of 

environment for a multi-
agent-based maze 

pathfinding system? 

Static, dynamic, real-time 

environment, 2D/3D, unknown 
environment 

RQ4 What techniques are 

appropriate in the 
navigation environment 

for pathfinding? 

Skeletonization, cell 

decomposition 

RQ5 What are the algorithms 
used to develop 

intelligent maze 

pathfinding? 
Furthermore, which 

strategies are 

appropriate to give 

agents the ability to 

make a decision? 

Flood Fill, A*, Dijkstra's, Pledge, 
Trémaux, Breadth-First Search, 

Depth First Search, Ant colony 

optimization. Flood Fill is the 
most using algorithm for maze 

pathfinding.  

RQ6 Which of the proposed 

system of MAPF is a 
complex maze 

environment being 

studied or incorporated? 

All maze solver algorithm is for 

a single agent in a static maze 
environment, so an improved 

Flood Fill is proposed to be 

tested 

RQ7 What are the 

advantages, weaknesses, 

and assumptions of the 
reasoning frameworks 

proposed for MAPF? 

Autonomy, distribution, 

adaptation, interoperability are 

the advantages, and uncertainty, 
inconsistency, and conflicting 

rules are weaknesses of the 

proposed MAPF system. 

RQ8 What are the 

advantages, weaknesses, 

and assumptions of the 
reasoning frameworks 

proposed for MAPF? 

Pattern recognition, integration 

of existing application domains, 

intelligent environments into 
systems, increasingly complex 

environments with multiple 

inhabitants are the significant 
challenges and future research 

direction set out in the literature. 

 

Inclusion criteria: 

• The Papers have a title related to reasoning systems 

in the maze environment. 

• The keywords of the papers have a match the 

specified search keywords. 

• Many applications are used in maze environments. 

• Besides, articles related to the introduction, 

learning, and monitoring of the maze environment 

are also included as potentially relevant articles for 

consideration because the techniques or methods 

may be helpful. 

• Including research on multi-agent, pathfinding, and 

path planning is included when the research is 

applied to a maze environment. 

Exclusion criteria: 

1) Multiple publications from the same research, 

under these conditions, only the latest version was 

used.  

2) Publications that do not use English.  

3) Different fields focus such as research on brain 

tissue, medicine, and other disciplines. 

4) Other studies focus on brain tissue, medicine, and 

other disciplines. 

5) Grey literature. 

b. Following Selection: in this stage, the articles that 

can be main studies are assessed by skimming the full 

text of their contributions. Articles must meet quality 

assessment criteria such as context and contribution. 

3) Data extraction 

Data Extraction obtains the necessary data and 

information to build a research base, and the potential 

studies are then studied in more detail. Several fields were 

extracted based on: authors, year of publication, targets, 

article abstraction, MAPF technology (i.e., techniques and 

frameworks), reasoning (i.e., approaches, methodologies, 

and tools), assumptions, advantages, weaknesses, works, 

and future challenges. 

4) Data synthesis 

The selected data must be synthesized during the SLR 

to answer the problems contributing to answering the 

research questions related to this review. Table V is the 

summary of SLR solutions to answer Research Questions. 

C. Results of Research Questions 

This chapter presents an overview of related literature 

in the field of MAS, especially multi-agent pathfinding. 

This literature aims to investigate the methods used to 

reach the target location in the maze by the multi-agents in 

research published between 2005 and June 2020. MAPF is 

a part of a MAS that is overgrowing today. Its essential 

role in developing the robotic world has received 

significant attention from researchers who develop various 

algorithms for various environmental conditions.  

 

Figure 4. Mind map of an SLR on MAPF in the dynamic maze. 

Fig. 4 shows the mind map of an SLR on MAPF in the 

dynamic maze. 
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Many multi-agent pathfinding applications have been 

developed in various fields, such as transportation, mining, 

planetary exploration, autonomous management, search 

and rescue, monitoring and surveillance, data transfer, 

computer games. In simple terms, The central purpose of 

a MAPF system is to reach the target location using the 

shortest and fastest path. 

Of course, various types of environments will affect the 

effectiveness of multi-agent maze pathfinding. The 

environment is: the most common is the static environment 

like a static maze, dynamic environment, real-time 

environment for real robot applications, 2D/3D 

environment, and unknown environment. For this reason, 

two techniques are used that are appropriate in the 

navigation environment for pathfinding: skeletonization 

and cell decomposition. Two types of irregular grids are 

produced by Skeletonization techniques: a visibility or 

waypoint graph. Another technique that decomposes the 

traversable space in a sustainable environment becomes 

cell decomposition. 

Many algorithms have been developed to develop 

intelligent maze pathfinding, such as the Flood Fill 

algorithm, A* algorithm, Dijkstra's algorithm, Pledge 

algorithm, Trémaux algorithm, Breadth-First Search 

algorithm, Depth First Search algorithm, Ant colonization 

algorithm, and many others. Are these strategies used to 

give agents the ability to make a decision? These maze 

solver algorithms are built for a single agent in a static 

maze environment, so an improved Flood Fill is proposed 

to be tested. The Flood Fill algorithm is the most 

implemented maze pathfinding algorithm. The Flood Fill 

algorithm has been implemented to win the micro mouse 

competition. So Flood Fill algorithm is chosen to test or 

integrated as the proposed system of multi-agent 

pathfinding for the dynamic maze environment. 

Some strengths of MAPF systems are autonomy, 

distribution, adaptation, and interoperability. Nevertheless, 

it also has limitations like uncertainty, inconsistency, 

conflicting rules, and agent goals. 

The significant challenges and future research direction 

set out in the research publication are developing agent 

behavior pattern recognition, integrating existing 

application domains and intelligent environments into 

systems, increasingly complex environments with multiple 

inhabitants. 

III. DISCUSSION 

Maze exploration has long been a constantly evolving 

field of research. Its use in the gaming industry, robots, 

autonomous vehicles, autonomous warehousing, and 

others has involved researchers from all corners of the 

world. Overall, the maze problems can be grouped into 

three scenarios, namely: (1) The target location is 

unknown but has a maze schema; (2) The Labyrinth 

Schematic is unknown but has a target location; (3) The 

location of the target and the labyrinth scheme is unknown. 

Various approaches and ways of thinking have been 

developed to produce new methods and algorithms better 

for exploring the maze. [25] 

The maze problem already has a maze scheme in the 

first scenario, but the target's location is unknown. For this 

reason, the robot or agent needs to search at the target 

location. This scenario is often used in game development. 

For example, the game Ms. Pac-man has been around for 

a long time and is a game where we explore a famous maze 

and have to dodge the ghosts that are chasing us while 

trying to hit our target (pills, fruits, and ghosts). [26] 

In the second scenario, the maze problem determines the 

location to go to, then the robot or agent must reach the 

target location by exploring the maze whose path scheme 

is unknown. The robot tries to get to the destination as fast 

as possible in terms of time or distance. The robot is also 

expected to return to its starting position while exploring 

the maze to get complete maze schematic information so 

that it has better data to find the best path. The target 

location can be in the middle or on the edge of the maze. 

The target position on the edge is used for the robot to find 

a way out of the maze. 

Various methods and algorithms have been developed 

to solve different maze environmental conditions in the 

second scenario. Each algorithm has its advantages and 

disadvantages. A* is used to choose the path that has the 

lowest cost to reach the destination [27], while Flood Fill 

is used to find the closest distance to reach the target 

location in the middle of the maze [28]-[32]. Dijkstra's 

algorithm has low complexity [16], [33]. Pledge algorithm 

that can solve circular obstacles [34]. These methods are 

used to reach the target location with their respective 

advantages and limitations.  

In the last scenario, the scheme and the target's location 

are unknown, so the agent needs to explore the unknown 

maze to find the target location. One algorithm that fits this 

scenario is Trémaux. Robots use the Trémaux algorithm to 

find a way out of the maze. It uses the Depth-First Search 

algorithm, which allows it to find a way out of the maze, 

only this algorithm is not guaranteed to have the shortest 

route solution [35]. 

Now the development of maze pathfinding has entered 

a new stage, namely the use of multi-agents to explore the 

maze environment. It is hoped that multi-agent complex 

maze exploration can be more easily completed through 

multi-agent. It requires coordination and cooperation so 

that complex maze exploration can be accelerated.  

Usually, in in-game development, the location of a fixed 

wall is predetermined. Then players just run their avatars, 

and if they find other players or other Non-player 

Characters (NPC), then the interaction can be done. This 

condition is undoubtedly different from Real Robot, 

especially in an unknown labyrinth. It is a challenge that 

robot needs to distinguish walls from other moving objects. 

However, the development of multi-robots is expected to 

make the robots a team that can work together, supporting 

shared goals. So that the level of effectiveness, speed, and 

efficiency to explore the unknown maze can be improved. 

The use of robots in exploring the maze is usually 

equipped with various sensors such as ultra-sonic and 

infrared to detect obstacles so that the robot looks for a 

path that can be passed. The problem that often arises with 

the use of multi-robots is that the presence of other robots 

Journal of Advances in Information Technology Vol. 13, No. 4, August 2022

© 2022 J. Adv. Inf. Technol. 362



is considered an obstacle. Moreover, the condition of a 

constantly moving robot can be confusing. For this reason, 

it is necessary to develop a method that robots can use to 

distinguish between fixed obstacles and dynamic obstacles 

due to the movement of other robots. 
This research on the use of this multi-agent continues to 

proliferate. Biswas has introduced time-efficient 

cooperation for the path planning model [36]. It explains 

how multi-agent systems deal with uncertainty together 

with high-efficiency planning for assignment problems. 

Using two frameworks: See models and Nearby-Neighbor-

Search models, they have investigated cooperative path 

planning combined with assigning MAS in a dynamic 

environment. Both frameworks can control several 

autonomous agents to do many tasks in any location. 

Besides, both models can handle proactively changing 

environments. 

Multi-agent also needs coordination, so communicating 

and managing information from The Actuation Map with 

Multi-agent Planning to solve the problem of multi-robot 

path planning that more efficiently skips estimates of costs 

during preparation is becoming essential [37]. A* 

promising technique for extending wireless connections to 

terrestrial users who have an open Radio Access Network 

(RAN) is made by Shi [38]. It improved the user's 

reasonableness and network performance. Shi designed 

3D trajectories of several DBS on Drone-Assisted Radio 

Access Networks (DARAN), where DBS flies over related 

areas of interest and conveys communication between the 

parent station (BS) and users in the field-related interests. 

Other researchers, Wang and Guo, introduced simple 

language for MAS to coordinate them,  which helps 

determine best plans and give more ability in behavior and 

reducing communication costs [39]. 

On the other hand, multi-agent path planning also needs 

formation control and obstacle avoidance. Xue introduced 

𝐻∞ to characterize the obstacle avoidance performance, 

and then the hybrid learning system will be implemented 

with a mission set to overcome various obstacles. Solving 

the problem of planning multi-robot movements with 

complex constraints is also introduced by Imeson and 

smith [40], that proposed an algorithm by combining the 

sophisticated Boolean Satisfaction Problem and Traveling 

Salesman Problem. It can implement task allocation and 

handle complicated constraints such as battery age limits, 

robot carrier capacity, and robot task mismatch. 

Multi-agent is also developing in the Unmanned Aerial 

Vehicle (UAV) application. Coordination between multi-

agents in finding path planning routes for UAVs in a 3D 

environment is interesting to study its application in maze 

applications with limited mobility. Causa [41] improves 

path planning using various techniques for finding route 

planning for multiple UAVs in a 3D heterogeneous 

environment characterized by variable coverage of GNSS 

satellites. A path planning approach is proposed to 

maximize efficiency in task assignments by distributing 

targets among UAVs. The problem of routing and 

scheduling of multi-drone assisted by vehicles is discussed 

by Hu [42], that introduced an efficient algorithm 

developed by Vehicle-assisted Scheduling and Multi-

UAV Scheduling (VURA).  

Simultaneous Localization and Mapping (SLAM) and 

route planning are essential research in robotics [43]. 

Exploration of unknown environments efficaciously is 

severe trouble for intelligent cell robots. Dezert-

Smarandache Theory is used to handle conflicting and 

uncertain data.  

Multi-agent applications are also developed for rescue 

missions. If there is a disaster in a big city, it is essential to 

have proper task management and preparation of paths in 

rescue operations. Shi introduced ISODATA-K with 

different ad hoc multi-agents to coordinate mission and 

execution, although predicaments can hinder it, such as 

obstacles due to building collapse [44]. Another researcher, 

Schurr, introduced DEFACTO as a large-scale prototype, 

which currently focuses on describing the potential for 

future disaster response to disasters that might arise 

because of massive terrorist attacks. Working with multi-

agent teams in disaster rescue is beneficial, so they must 

have a good plan to choose the best strategy in the 

upcoming situation [45].  

A. Concept of Pathfinding 

Pathfinding is a path searching problem to determine the 

optimal path from a start node to a target node through 

interconnected nodes. Pathfinding algorithm is also an 

algorithm to solve many connection problems such as the 

shortest telephone line, public transport navigation routes 

environment, and the path selection problem in an 

autonomous agent [46]. 

One of the essential research fields is autonomous 

navigation systems. It enables one to reach the destination 

without a human operator. Arriving at the destination with 

the best time is the aim of the researchers, which leads to 

the race for the best technical development [47]. 

Pathfinding can be applied in any environment as a 

fundamental technology that affects various essential 

fields such as Global Positioning systems, games, robotics, 

warehousing, and crowd simulation. Many developments 

have improved pathfinding techniques, but it still attracts 

a great deal of research. Different pathfinding problems 

include single-agent pathfinding search, MAPF, changing 

environment, diverse terrain, cellular units, and 

incomplete information. All of them have different 

applications in unique implementation. Generally, 

pathfinding has two parts: graphing and pathfinding 

algorithms [48]. 

B. Significance of Multi-agent Pathfinding 

This study will use the maze as an area used for 

conducting research simulations. In rescuing victims 

trapped in collapsed buildings, the speed factor in finding 

victims and rescuing them is the crucial factor being 

chased. The robot can extend the victim's critical time by 

bringing a survival kit such as water, food, lighting, and 

communication equipment when the victim is found. The 

speed of finding and reaching a target in the maze is the 

primary goal, and then a multi-agent is then proposed. 

MAPF has attracted much attention in the AI 

community. Fig. 5 shows more detail about the MAPF, 

including agent, application, features, aims, and solver. 

There are many challenging problems of MAPF with 
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practical implementations such as warehousing and 

gaming. Often, abstract versions of the problem are solved, 

in which the graph defines the possible nodes and the 

edges of the agents and the agents moving in sync. 

However, no more than one agent can stay in the same 

node so that the plans implemented are collision-free and 

 

Other approaches are Less-than-optimal rule-based 

algorithms, with the main assumption that the underlying 

graph is not directed. It works in the navigation domain, 

such as one-way entrances, escalators, bridges, and 

highways. It suggests an approach in which unidirectional 

traffic is deliberately imposed on the game map to avoid 

head-to-head collisions between mobile agents [50]. 

 

Figure 5. Multi-agent Pathfinding (MAPF) mind mapping. 

Much other research on the MAPF problem and its 

variations includes MAPF with simultaneous moves and 

variants of independent detection of SAT-based [51], 

MAPF with capacity constraint [51]. Actual robot 

kinematics is the reason for studying multi-robot path 

discovery, Autonomous cinematography [52], Clustering-

based task coordination in search and rescue teamwork 

[44], and much other research.  

C. Algorithms 

The maze is used as a simulation tool and algorithm 

testing. Based on the literature review, it is found that 

various kinds of algorithms are commonly used in running 

pathfinding in the maze. Flood Fill is one maze pathfinding 

algorithm widely used to solve the robot maze problem 

[21]. The Flood Fill algorithm gives the value that 

estimates the node's distance from the center. It floods the 

maze when it reaches a new cell; thus, it requires high-cost 

updates. Each cell in the maze assigns a value showing its 

distance from the target. Flood Fill is used to find walls 

and get the best route available [47].  

Besides Flood Fill, the A* search algorithm and Dijkstra 

method are used as other maze pathfinding algorithms. 

Murata and Mitani also compare the A* and Djikstra 
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algorithm, proving that the A* search algorithm 

outperformed Dijkstra to solve the maze in terms of search 

time. It had been improved from Dijkstra’s method, and it 

uses a cost function of searching paths in the A* search 

algorithm [53].  

Trémaux’s algorithm is an efficient depth algorithm 

applicable to finding the way out of a maze. Trémaux may 

not provide the shortest route solution but will find a 

solution for all mazes by marking all visited pathways, so 

the way to return to the source is recorded, and all visited 

pathways would not be revisited. This algorithm will never 

pick the same marked pathway twice [35]. Pledge 

algorithm is also a maze pathfinding algorithm designed 

for circular obstacles and has an initial direction to move 

forward. The robot will run in the main direction until it 

finds obstacles. When the robot finds an obstacle, the robot 

will use a wall follower search method and avoid obstacles 

by prioritizing the right or left side. It will calculate the 

total turn and try to return to the initial direction (total turn 

count is “0”) [18]. 

Not many studies have used Multi-agent Pathfinding 

(MAPF) in mazes. All these algorithms are designed for a 

single maze pathfinding algorithm. A single agent starts 

searching in the maze to target and returns to the starting 

point via another path that is probably shorter than before. 

The pathfinding algorithm in this maze is certainly not 

suitable for MAPF, which requires communication and 

coordination to work together to achieve the target position. 

Generally, the MAPF algorithm can be grouped into two 

categories. The first is Reduction-based solvers that can 

reduce MAPF to another known problem such as SAT, 

integer programming, and answer set programming. The 

second is Search-based solvers that look for some of the 

constraints imposed on the agent [49]. Pavel Surynek 

introduced the first SAT-solver for the sum of costs variant 

of MAPF. It uses the amount of cost as the lower bound 

and makespan as the upper bound, which can have a 

reasonable number of variables in SAT coding [14]. 

Botea introduced the first tractability analysis of MAPF 

on directed graphs. Its focus is on strongly biconnected 

digraphs where the undirected graphs obtained by ignoring 

the edge orientations have no-cut vertices [50]. MAPF 

assumed that planning is centralized and the agents’ goals 

are known, but Nebel designed agents to achieve their 

respective goals using an implicitly coordinated plan 

without communication [54].  

Hang Ma studied several MAPF problems in the actual 

situation. There are two general concerns in categories:  

1) The method is not fast enough, so it is necessary to 

formulate a new formula.  

2) MAPF is not just a combinatorial optimization 

problem because it needs to be run. [55]. 

One key feature of pathfinding is making the right 

decision to find the path in the maze. Many AI techniques 

have been applied to the Maze environment, so it is hoped 

that the MAS architecture can explore dynamic labyrinths 

by developing autonomous intelligent agent interactions. 

The characteristics of a multi-agent as an intelligent agent 

are as follows: [24] 

• Autonomy: agents can interact directly 

independently. 

• Sociability: MAS can interact with each other. 

• Reactivity: agents can provide appropriate 

responses to changing situations. 

• Pro-activeness: agents can take the initiative to 

respond to their environment. 

Table VI shows various studies on maze exploration and 

multi-agents, the main research sources on Multi-Agent 

Pathfinding for unknown environments, schemes, and 

target locations. 

TABLE VI. MAIN SOURCES OF RESEARCH ON MULTI-AGENT 

PATHFINDING 

 
 

Table VI shows that most of the algorithms used have a 

static environment and a known target position. Only one 

article explores the dynamic environment with the known 

target position, and two articles have an unknown target 

position in the static environment. Meanwhile, research 

using multi-agent compared to single-agent is almost 
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balanced, namely 16 multi-agents and 13 single-agents. 

Most agents have fixed tasks, and only one study allows 

agents to exchange tasks. It looks that research 

characteristics to be carried out have their characteristics 

compared to the research that has been done. The 

Improved Flood Fill algorithm can work in dynamic 

environments where the target location is unknown by 

using a multi-agent that can swap tasks more effectively. 

IV. CONCLUSION 

Based on various literature research conducted from 

October 2019 to January 2021, various articles were 

obtained describing the research results of researchers on 

multi-agent systems, various maze solver algorithms, and 

especially multi-agent pathfinding. Meanwhile, most 

MAPF applications are applied to static environments and 

targets with known locations. The use of multi-agents also 

mainly uses agents with their own goals to have distributed 

decisions and interests. A small proportion of research 

demonstrates the ability to swap environmental topologies, 

tasks, and more. Table VI shows the comparison of single 

and multi-agent pathfinding applications.  
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