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Abstract—In this research, soccer task is investigated among 

the numerous tasks of deep reinforcement learning. The 

soccer task requires cooperative behavior. However, it is 

difficult for the agents to acquire the behavior, because a 

reward is sparsely given. Moreover, the behaviors of the allies 

and opponents must be considered by the agents. In addition, 

in the soccer task, if the agents attempt to acquire high-level 

cooperative behavior from low-level movements, such as ball 

kicking, a huge amount of time will be needed to learn a 

model. In this research, we conduct experiments in which 

reward shaping and curriculum learning are incorporated 

into deep reinforcement learning. This enables the agents to 

efficiently acquire cooperative behavior from low-level 

movements in a soccer task. The findings of this research 

indicate that reward shaping and curriculum learning with a 

designer’s domain knowledge positively influence the agent’s 

attempt to acquire cooperative behavior from low-level 

movements. 

 

Index Terms—soccer, multi-agent reinforcement learning, 

reward shaping, curriculum learning, MuJoCo 

 

I. INTRODUCTION 

A. Multi-agent Reinforcement Learning 

In recent years, deep reinforcement learning, which 

combines deep learning and reinforcement learning, has 

been widely used in game AI [1], [2] and robot control [3], 

[4]. However, its application in the real world still faces 

numerous challenges. In the real world, few tasks can be 

completed by a single agent, and cooperative behavior of 

multiple agents is required. Reinforcement learning that 

involves multiple agents is known as multi-agent 

reinforcement learning.  

Multi-agent tasks are encountered in many real-world 

situations, such as peer-to-peer ridesharing system [5] and 

traffic signal control [6]. Li et al. addressed the order 

dispatching problem in the peer-to-peer ridesharing 

problem [5]. In the paper, they adopted the mean field 

approximation to simplify the local interactions, and their 

proposed method performed better than several strong 

baselines in the Accumulated Driver Income (ADI) and 

order response rate measures. Prabuchandran et al. applied 

multi-agent reinforcement learning algorithms to obtain 

dynamic traffic signal control policies, and modeled each 

traffic signal junction as an independent agent [6]. They 

showed through VISSIM that their algorithms performed 

better than the standard Fixed Signal Timing (FST) 

algorithm and the saturation balancing (SAT) algorithm at 

two real road networks. As described, multi-agent 

reinforcement learning is being studied to utilize 

reinforcement learning in the real world. 

B. Soccer Task 

Among the tasks of multi-agent reinforcement learning, 

a soccer task is most frequently used in literatures. In this 

task, elucidating which actions are likely to bring a reward 

and a punishment is difficult, as agents can only receive 

the reward or the punishment when they score a goal or 

they lose a point. In tasks in which the agents have few 

opportunities to receive rewards, learning is difficult [7]. 

Furthermore, in the soccer task, the agents find it difficult 

to score goals and prevent goals by themselves; thus, a 

cooperative and hostile behavior is necessary. Unlike 

learning by a single agent, the agents must select the 

optimal action, taking into consideration the behavior of 

the allies and opponents. Therefore, learning is difficult as 

the amount of information that needs to be considered 

increases, and the exploration takes a huge amount of time.  

To date, a number of researches on reinforcement 

learning of a soccer task have been conducted. In particular, 

the Keepaway task [8] in RoboCup Soccer [9] is 

incorporated by numerous researchers. In this task, the 

agents are divided into the keepers team and the takers 

team. The keepers team holds the ball, so that the takers 

team cannot steal the ball. In most researches on soccer 

task, including the Keepaway task, agents learn to acquire 

a cooperative and hostile behavior through manually 

designed complex movements in advance. However, with 

regard to tasks with opponents, such as soccer simulations, 

human development efforts may be insufficient to 

outperform the opponent teams benefitting from the 

implementation by more knowledgeable designers [10]. 

This is because the designer’s implementation ability is 

greatly reflected in the match results. Furthermore, if low-

level movements, such as ball kicking and moving to the 

appropriate position, are designed in advance, the agents 

will be only able to acquire cooperative and hostile 

behavior based on the designer’s perspective, thus making 

it difficult to obtain knowledge beyond the human 

knowledge.  

In our research, we aim to improve learning efficiency 

by using reward shaping [11] and curriculum learning [12] 

in a soccer task. Reward Shaping [11] is a method that 
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aims to improve learning efficiency by giving agents 

rewards step-by-step until they reach the final goal. In 

tasks in which agents sparsely receive rewards, there are 

few opportunities for agents to receive rewards until they 

reach the final goal, and it takes an enormous amount of 

time for them to learn behavior. Therefore, there has been 

a lot of research using reward shaping for soccer task in 

which it takes a lot of time for agents to learn the behavior. 

Curriculum Learning [12] defined by Bengio et al. is a 

method in which an agent first learns easy tasks and then 

gradually learns difficult tasks to solve a final goal. This 

research shows the effectiveness of curriculum learning in 

tasks such as classifying shapes and estimating the next 

word. When we learn something, we do not start with 

difficult tasks, but first learn easy tasks and then gradually 

learn difficult tasks. When agents learn, they can learn 

effectively by curriculum designed by us just like humans. 

In this paper, we aimed to enhance learning efficiency 

using reward shaping [11] and curriculum learning to 

overcome a problem, in which a huge amount of time is 

needed for the agents to acquire cooperative behavior in 

soccer task. In addition, our research enables agents to 

acquire cooperative behavior by combining reward 

shaping with curriculum learning in a soccer task 

implemented with a physics engine MuJoCo [13] created 

by DeepMind. This paper is an extended version of [14]. 

II. RELATED WORK 

A. Soccer Task 

So far, numerous researches on soccer task have been 

conducted, some of which enabled agents to acquire high-

level behavior from low-level movements via 

reinforcement learning. Peng et al. [15] enabled agents to 

acquire dribbling skills by using hierarchical 

reinforcement learning, and Riedmiller et al. [10] 

conducted a research that allowed agents to acquire 

defensive behavior. However, when dribbling in an actual 

game, the agent has to carry the ball, taking into 

consideration the position of the allies and opponents. It is 

difficult for the agents to incorporate the dribbling skill 

learned in the environment without allies nor opponents 

into the cooperative behavior. In Riedmiller et al.’s 

research, in which agents acquired defensive behavior, 

there is a problem in the agent’s ability to acquire 

cooperative behavior, taking into consideration the zone 

defense or the movements of the allies.  

With the aim of solving these problems, Chitnis et al. 

investigated the agent’s skills in passing the ball and 

receiving the pass from low-level movements [16]. They 

employed intrinsic motivation to encourage cooperative 

behavior. In this task, an episode ends when two agents are 

involved in a ball and then score a goal, or a certain amount 

of steps has passed. However, to acquire the cooperative 

behavior, it takes 100,000 episodes by using parallel 

learning of 30 agents. Furthermore, Liu et al. studied the 

reinforcement learning of a soccer task from low-level 

movements in a game format having two allies and two 

opponents [17]. In this research, the cooperative behavior 

of the agent is acquired using an algorithm combining 

SVG0 [18] and Population-Based Training [19]. In this 

task, an episode ends when either team scores a goal or 45 

seconds have passed. However, to acquire pass skill or 

intercept skill, it takes 80 billion episodes in this learning. 

Therefore, since a huge amount of time is required to solve 

these problems, an appropriate approach for learning the 

task of acquiring cooperative behavior from low-level 

movements in soccer task needs to be established. 

B. Reward Shaping 

In tasks in which agents sparsely receive rewards, 

learning policy is difficult and very inefficient due to the 

difficulty in obtaining hints to achieve a final target during 

the agent’s learning. For such tasks, reward shaping [11], 

in which agents gradually receive rewards, has been 

proposed. For example, consider the task of opening the 

lid of a plastic bottle. Simply twisting the lid will rotate the 

entire plastic bottle, and the lid cannot be opened. Learning 

would be relatively easy if the agent receives not only the 

extrinsic reward when the lid of the plastic bottle is opened 

but also the shaping reward when the plastic bottle is 

gripped with the opposite hand or the lid is twisted. 

However, learning will be affected if reward shaping is 

improperly set [11]. For example, when opening a plastic 

bottle, if the agents receive shaping rewards when the lid 

is twisted to the direction opposite to that in which it 

should be twisted, the wrong guidance will hinder an 

efficient learning. Therefore, the designer who has the 

domain knowledge of the task needs to decide how to give 

the agents the rewards. In our research, we use reward 

shaping to help agents acquire cooperative behavior 

efficiently in a soccer task, and we consider the effect of 

reward shaping on learning. 

C. Curriculum Learning 

There are some researches on the acquisition of 

behavior using curriculum learning in soccer task. The 

research of Narvekar et al. [20] focused on how to generate 

useful source tasks to be used in curriculum learning. They 

experimented with Half Field Offense task [21] in 

Robocup Soccer and showed that the proposed curriculum 

learning is efficient. In the research of Silva et al. [22], they 

generated tasks and curriculum automatically and showed 

learning efficiency in Half Field Offense task. However, in 

previous researches of curriculum learning in a soccer task 

[20], [22], agents cannot learn cooperative behavior. In the 

research of Silva et al., an offensive agent learns behavior 

in an environment with one offensive agent and two 

defensive agents. In the research of Narvekar et al., only 

an agent holding a ball learns behavior. Learning 

cooperative behavior of multiple agents is more difficult 

than that of a single agent without considering an ally’s 

behavior, because the agents need to predict the ally’s 

behavior in the latter case. The acquisition of cooperative 

behavior, which is a necessary skill in many situations, is 

an essential factor in learning in soccer task. However, 

researches have not been able to solve this problem so far. 

In our research, we focus on the acquisition of cooperative 

behavior by using curriculum learning in a soccer task and 

conduct our research in which agents learn cooperative 

behavior in a shooting chance. 
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III. REINFORCEMENT LEARNING 

Reinforcement learning is a learning method in which 

an agent observes the environment and maximizes the 

rewards for the actions the agent has taken. The total 

rewards that can be obtained by the agent in the future are 

defined as the value of the agent’s action. In addition, the 

agent learns the policy, so that the policy maximizes the 

value of the agent’s action. When the agent learns the 

policy, the method for the calculation of the value and 

selection of the policy that maximizes the value is called 

value-based method. Conversely, the method for deciding 

and improving the policy to enhance its value is called 

policy-based method. 

A. Policy Gradient Method 

To optimize the agent’s action, a method can be used to 

identify the optimal policy called policy iteration. Policy 

iteration is a method that identifies the optimal policy by 

repeating the policy evaluation step of calculating the 

value function under a policy as well as the policy 

improvement step of updating the policy to enable 

maximization of the value function [23]. 

In a model-free environment, the policy gradient 

method is employed as an approach different from policy 

iteration. It is a policy-based method that updates 𝜃 in the 

direction of the gradient ∇𝜃𝐽(𝜃) of the policy parameter 𝜃 

in the objective function 𝐽(𝜃) and improves it, so that the 

objective function 𝐽(𝜃) takes a larger value. The gradient 

∇𝜃𝐽(𝜃) is presented below [24]: 

∇𝜃𝐽(𝜃) =  𝔼𝜋[∇𝜃𝑙𝑜𝑔𝜋(𝐴𝑡|𝑆𝑡 , 𝜃)𝑄𝜋(𝑆𝑡 , 𝐴𝑡)] (1) 

here, 𝑄𝜋(𝑆𝑡 , 𝐴𝑡) denotes the value function when the agent 

takes action 𝐴𝑡  in the state 𝑆𝑡  at time  𝑡 . Through this 

method, it becomes possible to improve the policy by 

incorporating the policy evaluation into the Q function. 

B. REINFORCE 

REINFORCE [25] is an algorithm that learns the policy 

through the approximation of the action-value function 

with the sum of the discounted rewards 𝐺𝑡  in the policy 

gradient method. Suppose an agent takes action 𝐴𝑡 in the 

state 𝑆𝑡 at time 𝑡, 𝑅𝑡+𝑘 denotes the reward obtained in the 

future, and 𝛾  denotes the discount rate. The sum of the 

discounted rewards 𝐺𝑡  and the gradient ∇𝜃𝐽(𝜃) with the 

policy parameter 𝜃 are presented below:  

                     G𝑡 =  ∑ 𝛾𝑘−1𝑅𝑡+𝑘
𝑇−𝑡
𝑘=1        (2) 

∇𝜃𝐽(𝜃) ≈  
1

𝑇
 ∑ ∇𝜃𝑙𝑜𝑔𝜋(𝐴𝑡|𝑆𝑡)𝐺𝑡

𝑇−1
𝑡=0  (3) 

IV. REINFORCEMENT LEARNING 

A. Problem Setting 

This paper incorporates reward shaping and curriculum 

learning into the REINFORCE algorithm to enable the 

agents to efficiently acquire cooperative behavior using 

MuJoCo Soccer [13]. 

1) Reward shaping 

Two experiments in distinct problem settings have been 

conducted in this research, as presented in Fig. 1, to 

compare how learning proceeds in each case, with one 

involving the player’s interaction and another without it. 

We conducted the first experiment with Environment 1 as 

a simple task, in which one of the two agents kicks a ball 

into the goal. In Environment 1, we consider that the final 

target is achieved when the agents score a goal, regardless 

of the movement of the ally. Environment 2 is similar that 

in the research by Chitnis et al. [16]. In this environment, 

we consider that the final target is achieved when two 

agents touch the ball and then score a goal. Even when 

humans play soccer, there are some situations, in which the 

probability of scoring a goal increases by selecting a pass 

in a shot chance. In Environment 2, we assume a situation 

in which such multiple agents cooperate, and evaluate 

whether reward shaping promotes multiple agents to take 

cooperative behavior. 

 

Figure 1.  Experimental environments. 

2) Curriculum learning 

Agents learn cooperative behavior in a shooting chance 

as shown in Fig. 2. Environment 3 consists of two 

offensive agents and two opponents. The offensive agents 

try to score a goal, while the defensive agents remain 

motionless as shown in Fig 2. In this environment, it is 

efficient to pass the ball to the ally in a distant position 

rather than shooting, and the offensive agents require 

cooperative behavior between agents. In actual games, 

there are many situations in which the agent chooses to 

pass rather than shoot, which is more likely to lead to a 

score. In Environment 3, the agents aim to acquire 

cooperative behavior in a shooting chance by using 

curriculum learning. 

 

Figure 2.  Experimental environments of environment 3. 

B. Approach Overview 

1) Learning algorithm 

In this research, the model is trained using the algorithm 

proposed by Itoh et al. based on the REINFORCE 
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algorithm [23]. In this model, the policy function was 

implemented as a Gaussian policy. Fig. 3 presents the 

whole picture of the learning algorithm in this research. 

After the agents observe a state, they predict the 

optimum action using a stochastic policy based on the 

Gaussian model. Then, the observed state and reward are 

saved as history when they take an action. If the end 

condition is not fulfilled, the step will be continued. In this 

research, the agents received shaping reward, a reward that 

is given step by step until the final target is achieved, and 

extrinsic reward, which is a reward given when the final 

target is achieved. When an episode ends, the model is 

updated using states, actions, and rewards saved as a 

history for each step. To reduce the loss between the state 

value predicted by the agent based on the state at each step 

and the sum of the discounted rewards at each step, the 

state value function is updated. This function predicts the 

value of the state observed by the agent. In addition, the 

policy function is updated using the advantage function 

calculated based on the state value predicted by the state 

value function and the sum of the discounted reward. This 

function predicts the optimal action based on the state 

observed by the agent. 

2) Reward shaping 

In this research, reward shaping can facilitate the agent 

in acquiring cooperative behavior in a soccer task. In 

Environment 2, the agent will fail to receive the reward for 

achieving the final target, even if the agent scores a goal 

by itself. Therefore, the cooperative behavior of the two 

agents is necessary. In this environment, reward shaping is 

employed to enable agents to efficiently acquire useful 

behavior in this environment. However, as previously 

mentioned, due to the possibility that reward shaping 

negatively influences learning, how to give the agents 

rewards must be decided carefully. In this research, we 

give the agents extrinsic reward and shaping reward as 

follows, so that they can be actively involved in the ball. 

Extrinsic Reward 

• When two agents are involved in the ball and then 

score a goal:   +10 

Shaping Reward 

• When the first agent is involved in the ball for the 

first time:   +1 

• When the second agent is involved in the ball for the 

first time:   +1 

 

Figure 3.  Learning algorithm in this research. 

 

Figure 4.  Overview of our proposed curriculum learning. 

In this environment, due to the need for the agents to 

score a goal after the involvement of two agents in the ball, 

we need to make it easier for each agent to be involved in 

the ball. Thus, we give the agents rewards when each of 

them is involved in the ball. Here, the interaction of the 

two agents is encouraged by giving them rewards when the 

second agent is involved in the ball after another agent 

touched it, i.e., the second agent receives the pass. 

Furthermore, the shaping reward is set to be small and the 

extrinsic reward to be large to allow the agents to achieve 

the final target without being satisfied after they are 

involved in the ball. Moreover, we make it easier for the 

agents to achieve the final target. 

3) Curriculum learning 

In this paper, we use curriculum learning [12] to 

encourage agents to acquire cooperative behavior. When 

we practice soccer, we may first practice shooting with a 

cone as an opponent, and then practice shooting with a 

defender. This is because we can effectively acquire the 

behavior by practicing difficult exercises step by step, 

assuming a certain scene. Following this practice, agents 

first learns to pass a ball without any defensive agents. 
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Then, we prepare some environments with more defensive 

agents, and agents learn cooperative behavior step by step. 

An overview of curriculum learning is shown in Fig. 4. As 

shown in Fig. 4, we prepare three environments. First, 

agents try to score a goal with no opponents. Second, the 

agents try to score a goal with one opponent. Third, the 

agents try to score a goal with two opponents. Agents learn 

cooperative behavior in the first environment. Next, the 

agents learn cooperative behavior in the second 

environment using the model in which agents trained in the 

first environment. Finally, the agents learn cooperative 

behavior in the third environment using the model in which 

the agents trained in the second environment. In this 

experiment, we set a situation that the final target is 

achieved if two agents are involved in the ball and score a 

goal. Even if only one agent scores a goal, the final target 

is not achieved. Therefore, the agents must select 

cooperative behavior in this environment. We conduct 

experiments on agent’s acquisition of cooperative 

behavior in this environment and verify the effect of our 

proposed curriculum learning in a soccer task. 

V. EXPERIMENTS 

A. Experiment Summary 

In this research, a soccer task is simulated in MuJoCo 

Soccer, which is a physics engine developed by DeepMind. 

The soccer task is simulated under the following 

conditions [13]. 

• State: The state space has a dimension of 81. The 

dimensions include the information of the 

proprioception, such as position, velocity, and 

accelerometer; the situation at a scene, such as an 

egocentric ball position, velocity and angular 

velocity, goal and corner positions; and teammate 

and opponent, such as orientation, position, and 

velocity. 

• Action: The action space has a dimension of three. It 

includes accelerating the body forward-backward, 

rotating the body, and applying downward force to 

jump. 

• Episode: One episode finishes when the final target 

is achieved or after 10s. 

With regard to the policy, the input is the 81-

dimensional state, and the output is the 3-dimensional 

action. The policy is implemented using a three-layer fully 

connected neural network with 810, 220, and 60-unit 

hidden layers, respectively. With regard to the value 

function model, the input is the 81-dimensional state, and 

the output is the 1-dimensional action value. The value 

function is implemented using a three-layer fully 

connected neural network with 810, 63, and 5-unit hidden 

layers, respectively. The learning rate is 0.99. RMSProp is 

employed in learning the policy as the optimization 

algorithm, and Adam is used in learning the value function 

model. 

B. Results 

1) Environment 1 

For Environment 1, in which the agents are unnecessary 

to interact with each other, learning efficiency is evaluated 

based on the average target achievement rates. The results 

are presented in Fig. 5. In this task, the agents only receive 

the extrinsic reward when they achieve the final target, and 

learning is easily stabilized in an early stage. Even if the 

agents acquire a high-level behavior from low-level 

movements, it will be relatively easy for them to learn the 

high-level behavior without cooperative behavior. This is 

due to the relatively narrow state space which the agents 

consider comparing with Environment 2.  

 

Figure 5.  Average target achievement rates in Environment 1. 

 

Figure 6.  Average target achievement rates in Environment 2. 
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Figure 7.  Average of the obtained reward in the case of using reward shaping. 

2) Environment 2  

For Environment 2, in which the agents need to interact 

with each other, learning efficiency is evaluated based on 

the average target achievement rates. Fig. 6 presents the 

results from the two learning conditions, one with reward 

shaping and another without it. As a result of the learning, 

the average target achievement rate in the case with reward 

shaping is significantly higher than that without it. 

In the early stage of learning up to 5000 episodes, target 

achievement rates with reward shaping rapidly increase 

from about 2000 episodes. Moreover, target achievement 

rates without reward shaping begins to increase for the first 

time in 3500 episodes. These experimental results indicate 

that reward shaping promotes the cooperative action of the 

two agents. 

The experimental results without reward shaping 

indicate that acquiring the behavior from low-level 

movements is more difficult when agents need to interact 

than when they do not. Contrary to the case in which 

complex movements are implemented in advance, 

exploration is difficult due to many choices of the agent’s 

actions when learning the behavior from low-level 

movements. In this environment, an agent who passes the 

ball must grasp the position of the ally and make a pass 

toward there; then, an agent who receives the ball must 

learn how to control the ball and score a goal. This series 

of actions need to be learned by two agents. Since the 

agents will find it difficult to learn if a reward is given only 

when all of these actions are completed, the use of reward 

shaping is suggested for this task to increase the number of 

times when the rewards are given. 

Fig. 7 presents the average of the total obtained reward, 

the average of the obtained shaping reward, and the 

average of the obtained extrinsic reward when using 

reward shaping in learning. Looking at the average of the 

obtained shaping reward, it can be determined that the 

reward finally converges to 2.0, and the two agents seem 

to learn to be involved in the ball. In the early stage of 

learning, it is difficult for the agents to obtain 1.0 shaping 

reward. Moreover, there are episodes in which even one 

agent cannot be involved in the ball, but two agents can be 

involved in the ball after 5000 episodes. From this, it can 

be inferred that reward shaping positively influences 

learning in the early stage. 

Furthermore, the obtained shaping reward has increased 

without falling below 1.0 from 2,000 episodes. This 

resulted in the sharp increase of the obtained extrinsic 

reward from 2,000 episodes. From this observation, it can 

be inferred that if two agents are easily involved in the ball 

at the beginning, that is, the first agent finds it easier to 

kick the ball toward the second agent and increase the 

chances of the shoot, a higher target achievement rate can 

be obtained. 

3) Environment 3 

We experiment in the environment shown in Fig. 2, 

using schemes named Curriculum and No Curriculum. 

Curriculum denotes that agents learn cooperative behavior 

using our proposed curriculum learning. No Curriculum 

denotes that the agents learn cooperative behavior without 

prior learning. Our proposed curriculum consists of a task 

with no opponents and a task with an opponent, and the 

offensive agents learn 10000 episodes in each task. Fig. 8 

shows the average target achievement rate. 

The average target achievement rate for Curriculum is 

higher than that for No Curriculum. Up to 1000 episodes, 

the target achievement rate is about 10% in both 

approaches. However, after that, Curriculum learning 

accelerates. In particular, after 2500 episodes, the agents 

using curriculum learning achieve the target nearly 60% of 

the time. By learning the task in which there are no 
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opponents and the task in which there is an opponent, the 

agents can acquire the skill of passing a ball and achieve 

the target faster even when there are more opponents. On 

the other hand, in No Curriculum, the target achievement 

rate remains low. Even if the agents receive the shaping 

rewards, the agents have little chance to receive the 

rewards if there are some obstacles, and it is difficult for 

agents to acquire cooperative behavior. 

 

Figure 8.  Average target achievement rates in Environment 3. 

VI. CONCLUSION 

In this paper, a learning method that uses reward 

shaping and curriculum learning in a soccer task, in which 

the agents must acquire cooperative behavior, is proposed. 

In this research, we show that the average target 

achievement rate in the case with our proposed method is 

significantly higher than that without it in the soccer task, 

and confirmed that reward shaping and curriculum 

learning can effectively facilitate the agent in acquiring 

cooperative behavior. In the future, how to promote 

learning efficiency by enabling agents to learn in different 

environments in stages will be studied. 
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