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Abstract—In this paper, a new benchmark Vietnamese 

online news article dataset for a multi–label task is 

introduced. The dataset is collected from well-known 

Vietnamese news websites and, then, it is assigned into 30 

topics comparable to the way that editors label their articles. 

This leads our dataset to be very suitable for training 

practical applications in Vietnamese text classification. 

Furthermore, we modify the original pipeline of Vietnamese 

text classification by cutting the dimension of feature vectors 

based on the term frequency across the whole corpus which 

has been combined in the term frequency-inverse document 

frequency weighting step, instead of applying feature 

selection algorithms after extracting a huge dimension term 

frequency–inverse document frequency feature vector. 

Although this makes the computational complexity of 

method decreased, input feature vectors are weak due to 

removal of feature selection steps. Thus, utilizing the 

powerful neural network models for classification helps the 

efficiency be still as good as the original method, even it is 

slightly better.   

 

Index Terms—term frequency-inverse document frequency, 

neural network model, text classification, Vietnamese online 

news article dataset  

 

I. INTRODUCTION 

Text Classification (TC) targets to categorize a text 

document into a set of pre-labeled documents. In other 

words, given a set of m  text documents 

1 2( , ,..., )mD d d d=  and a set of k  categories 

1 2( , ,..., )kC c c c= , a text classifier maps a document 
id  

correctly into an appropriate category 
jc . Nowadays, TC 

is widely deployed to be one of the most important sub-

parts of natural language processing systems [1]. 

Conventionally, methods such K-Nearest-Neighbor 

(KNN) [2], Naïve Bayes (NB) [3], Support Vector 

Machine (SVM) [4] have been adopted for TC. Recently 

the Machine Learning (ML) based approaches for TC 

have been attracted due to their superior performance. 

Because of development of powerful hardware and 

advanced ML algorithms, there are various practical 

applications using TC such as hate-speech detection [5], 

articles auto-tagging [6], chatbot [7]. 

 
 Manuscript received January 5, 2021; revised August 25, 2021. 

Three main parts of topic classification are comprised 

of binary class, multi-class, and multi-label problems. 

Based on their names, each problem can be explained 

briefly as follows.  Multi-class classifiers aim to label an 

object (document) into its correctly class from a set of 

categories 
1 2( , ,..., )kC c c c=  2k  , while a binary-class 

problem is a special case of multi-class one with the 

minimum number of categories ( 2k = ) [8]. On the other 

hand, in multi-label tasks each object can be assigned into 

many categories. 

Related works: Along with many of ML problems, TC 

has been extremely attractive. Thus, a lot of researches 

have been conducted to build feature extractions as well 

as efficient classifiers for TC tasks during recent decades 

[9]-[12]. In these methods, SVMs and Neural Networks 

(NNs) have been considered as two most choices in 

classification problems, particularly in TC. For feature 

extractions, there have also been many feature schemes 

which are investigated to represent text objects into 

robust features for TC such as mutual information [13], 

information gain [14], Chi-square [15], odds ratio [16], 

distinguishing feature selector [17]. 

News article classification is one of main applications 

of TC. Commonly, each news article has to be titled by 

editors. That may be an effortful work because they have 

to categorize hundreds, even thousands of news a day. 

Therefore, auto-tagging news articles helps editors’ 

works reduce significantly. Since human’s language on 

over the world is very diverse, various news article 

classification researches have been performed on 

different languages. For example, the authors in [18] have 

presented the combination of Term Frequency-Inverse 

Document Frequency (TF-IDF) feature extraction method 

and multinomial NB classifiers are the best choice for 

news article classification in Indonesian language among 

other methods. Alternatively, the reference [19] has 

surveyed the efficiency of KNN, NB, and SVM on 

Chinese news articles based on TF-IDF features. In [20], 

SVMs have been experimentally proved as the top 

performance in Arabic language. 

Although auto-categorizing news articles in 

Vietnamese are very important today, there is the small 

number of researches which address this problem. In [21], 

the authors have proposed two models for Vietnamese 

TC. A Bag-of-Words (BoW) based approach which uses 

the BoW method to build a dictionary has been 

mailto:1870325@hcmut.edu.vn
mailto:hhkha@hcmut.edu.vn


introduced. This approach employs the TF-IDF to 

represent feature vectors followed by feature selection 

algorithms. Then, SVM is chosen as a classifier to 

investigate the efficiency of those feature selection 

methods. The second one is called an N-gram model and 

N-gram model based classifier. Instead of using BoW, 

this method utilizes the N-gram model to create 

dictionary. A statistical N-gram model based classifier is 

then deployed to categorize the objects. Van et al. [22] 

have implemented the key words extraction method to 

extract vector representation after generating dictionary 

based on the BoW method. For the classification phase, a 

6-layer NN with tanh activation functions is utilized. In 

[23], different classifiers have been surveyed with TF-

IDF weighting vectors as the inputs. In addition, the 

authors have proposed their benchmark Vietnamese news 

dataset named VNNews-01. 

Contributions: In this paper, three types of 

tokenization methods including the BoW model, N-gram 

model, BoW+N-gram model are investigated for 

generating dictionaries. The vector representation based 

on the TF-IDF weighting of those dictionaries is 

generated at the next step. Finally, we analyze the impact 

of the number of hidden layers and activation functions in 

NNs on BoW model tokenization with TF-IDF feature 

extraction. Furthermore, our new benchmark Vietnamese 

online news article dataset constructed by crawling tens 

thousands of documents on well-known Vietnamese news 

websites is presented. Unlike the datasets have been 

introduced in earlier research [23] which are not deeply 

labeled into the final sub-categories on online news 

websites, each label of the document in our dataset is 

based more on editors’ practical way.  

The rest of this paper is structured as follows. The 

detailed structure of our new benchmark Vietnamese 

online news dataset and the pipeline of our work are 

presented in Section II. Section III then shows the 

investigation of our proposed model on some hyper-

parameters as well as the comparation of our model with 

earlier models for the Vietnamese news classification task, 

followed by our conclusions and future works in Section 

IV. 

II. OUR DATASET AND CLASSIFICATION 

In this section, the details of building our benchmark 

dataset for Vietnamese online news classification task 

will be clearly presented. Furthermore, the pipeline of our 

method to classify news topics on that dataset is also 

mentioned. 

A. Our Dataset 

We develop a Vietnamese online news benchmark 

dataset collected by using the Python Scrapy framework 

to crawl the documents from 5 Vietnamese well-known 

online news websites such as: dantri.com.vn, 

thanhnien.vn, vnexpress.net, doisongsuckhoe.vn, qdnd.vn. 

Constructing a news dataset based on those news 

websites takes an advantage of categorizing the topic of 

each document precisely since they have been labeled by 

the experienced editors. This is very convenient and 

useful for classification tasks based on ML algorithms. 

The detail of our dataset is shown in Fig. 1. 

For practical purposes, all labels have been retained as 

editors assigned the topics for their news articles. 

Moreover, note that VNNews-01 dataset mentioned in 

[23] may get a problem of duplication. For example, 

batdongsan (real estate) and kinhdoanh (business) are two 

of 25 categories in VNNews-01; however, on 

vnexpress.vn news website, batdongsan (real estate) is a 

sub-category of kinhdoanh (business). 

Thus, we assign each news articles following their 

final sub-categories in order to not only prevent from that 

issue, but also make the labels similar to the way that 

editors assign those articles. 

B. The Pipeline of Our Pethod 

Preprocessing: After being fetched from news 

websites, the documents are put into preprocessing steps 

including: removing all numbers and special words as 

well as punctuations, transforming all words into lower-

case, and stop-words removal. With removing stop-words 

process, a list of stop-words which contains mostly 2000 

unnecessary words for Vietnamese topic classification 

tasks (e.g., “chẳng hạn như”, “do đó”, “vì vậy”) is 

constructed. It is really imperative that eliminating these 

kinds of words make the computational complexity much 

reduce. 

Tokenization: The preprocessed documents are 

tokenized by both the BoW model and N-gram model to 

create different dictionaries. With the BoW model, each 

word is considered as a term of dictionary, while the N-

gram model uses the sequences of N adjacent words to 

set elements in the dictionary. In our work, the various 

dictionaries are built to find out a reasonable model 

which is the best one for Vietnamese TC. Namely, we 

introduce 7 dictionaries – one based on the BoW model, 

three dictionaries generated by three kinds of the N-gram 

model (bi-gram, 3-gram, and 4-gram), and the last three 

things are the combinations of BoW and these three N-

gram dictionaries. 

Term Frequency-inverse Document Frequency: TF-

IDF which measures the influence of on a document in 

the corpus returns statistical weights [24]. The 

importance of that word increases comparably to how 

many times that word appears in the document and, then, 

the result is also offset by the frequency of the word in 

the whole corpus. Nowadays, there are an overwhelming 

majority of applications utilizing TF-IDF as a weighting 

factor in searches of information retrieval, text mining, 

and user modeling. According to the survey [25], 83% of 

text-based recommender systems in digital libraries use 

TF-IDF. Beyond to that, the comprehensive experiments 

[26], feature extraction using the TF-IDF statistical model 

illustrates the good performance for TC. 
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Figure 1. The detail of our Vietnamese online news article dataset. 

The first term - TF reflecting the normalization of the 

dominant characteristic of a word w  on the whole 

document d  is defined as: 

 
,

Number of  in 

Total number of words in 
w d

w d
tf

d
= . (1) 

In fact, the more frequently a specific word presents in 

the document, the more discriminating power that word 

contains.  

The second term - IDF is proposed to scaling the 
,w dtf  

weight of a word with the regularity of that word in the 

whole corpus. The value of IDF term of a word w  is 

defined as follows: 

                    log
1

w

w

N
idf

df
=

+
 (2) 

where N  is the total number of documents in the corpus; 

wdf  determined by counting all documents which contain 

the word w  is the document frequency. Hence, the more 

widely a word is used in the corpus, the less the 
widf  

value is. 

Finally, the TF-IDF weighting which is the 

combination of the TF term and IDF term to produce a 

composite weight for each word in documents is 

computed as: 

               
, ,- w d w d wtf ifd tf idf=   (3) 

In other words, if a word w  rarely appears in 

documents, but it is often used in a specific document d , 

then that word has much more discriminating power than 

others in d . That is, the 
,- w dtf idf  value of w  in d  is 

greater than others’ one. 

The TF-IDF transformation outcomes a huge 

dimensional vector for each document. To be more 

efficiently used, these feature vectors are usually then 

applied to well-known dimensionality reduction 

techniques like Principal Component Analysis (PCA) 

[27], Orthogonal Centroid Feature Selection (OCFS) [28], 

etc. In this paper, each text document is TF-IDF-

transformed into a 10000-dimensional vector. Instead of 

using feature selection algorithms, the features are 

ordered by their TF values across the whole dataset, K 

top maximum TF value features are chosen to reduce the 

dimension of these feature vectors. Because the TF value 

of features have been already computed from TF-IDF 

transformation step, this way to reduce the dimension of 

feature vectors is much simplifier than most of current 

dimensionality reduction techniques. 

C. Neural Network Model 

The architecture of our classifier, as shown in Fig. 2, 

comprises of the input layer, the stack of L hidden layers 

whose combinations are an affine transformation 

followed by the batch normalization and activation 

function, the dropout layer and the output layer. 

Input layer: The processed text documents are 

tokenized into a list of N-sequence words called the N-

gram. The TF-IDF model computes the weight of 

elements in this list and returns vectors in which the i-th 

row contains a TF-IDF value of the i-th N-sequence word 

in the list. At that time, each news article is represented 

by a TF-IDF weighting vector, therefore, the input layer 

of NNs has the number of input nodes equal to the size of 

TF-IDF vectors. We also denote a minibatch of m 

samples where each sample is a TF-IDF weighting vector. 

The stack of hidden layers: The first part of a hidden 

layer is an affine function which linearly transforms the 

output of the previous layer as follows: 

                      1
 ; 1,2, ,

l l l l
l L

−
= + =Z Θ G b  (4) 

where   1l l
l n n −

Θ  and   1l
l n 

b  are affine weights 

and biases of the l–th hidden layer, respectively. 

Batch normalization is used to accelerate the 

convergence of NNs and make an impact a little bit on 

overfitting problems in training time. For each minibatch, 

given 
( ) 1li n 

z in 
 l

Z , its normalized value is 

computed as follows: 

           ( )

( )
 

 

ˆ
 ;  1,2, ,

ˆ

l

l

i

i
i m

−
= + =Z

Z

z μ
z γ β

σ
 (5) 

where γ  and β  are learnable parameters that would be 

learned during training time; while  ˆ
l

Z
μ  and  ˆ

l
Z
σ  are the 

estimated mean and variance based on the statistics of the 

current minibatch 
 l

Z  as the following expressions: 

                

( )

1

1
ˆ

l

m
i

im =

= Z
μ z  (6) 
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Figure 2. The proposed neural networks architecture. 

    

Figure 3. Some commonly-used activation functions. 

              

( )
 ( )

2

1

1
ˆ ˆ 

=

= − +l l

m
i

imZ Z
σ z μ  (7) 

Note that   is a small value used to avoid attempt at 

division by zero. The standardized matrix 
 l

Z  is the 

output after batch normalizing 
 l

Z  and it is described as: 

             
  ( ) ( ) ( )1 2l m

 
 

=  
 
 

Z z z z  (8) 

The last function called activation function is used to 

non–linearly transform each element in 
 l

Z . Some 

commonly–used activation functions are illustrated in Fig. 

3. In this paper, the two most recommended activation 

functions 
   ( )relu ,
l l

=G Z  and 
   ( )tanh
l l

=G Z  are 

studied. 

Dropout layer: Along with regularization, dropout [29] 

is an effective technique to prevent overfitting. The 

principal of the dropout layer is to randomly remove a 

number of nodes with probability P  in its previous layer 

on each training iteration. This leads learning progress 

not to concentrate merely on some specific input features 

of that layer, but all of these inputs are weighted fairly. 

However, unlike batch normalization, applying too much 

dropout makes the performance of our networks shrink. 

Thus, in our work, the dropout layer is only deployed for 

the L–th hidden layer followed by the output layer.  This 

decision is to make our networks overcome overfitting 

problems, yet it still keeps a good performance. 

Output layer: The output layer comprises of affine 

transformations and softmax activation functions as 

follows: 

            
 ( )softmax
L

o o= +O Θ G b  (9) 

The dimension of each sample in the minibatch output 

matrix should be the number of categories. As mentioned, 

our dataset has been labeled into 30 categories and, thus, 
30 mO  which results in 30 Ln

o


Θ , and 30 1

o

b . 

Training process: The categorical cross–entropy loss 

has been utilized to training the networks. Given the pair 

of predicted-ground true labels, we denote ( ) 30 1i o  

and one-hot vector 
( ) 30 1i y  corresponding to 

predicted label of the i–th sample in O and its ground 

true label, respectively. The categorical cross–entropy 

loss expanded by regularization for each mini batch is 

expressed as: 

( ) ( )( )( )  
230

2

1 1 1

1
log

2

m L
li i

c c o F
i c l F

J
m



= = =

  
= − + +    

  
 y o Θ Θ  (10) 

where the second term in is the Frobenius regularization 

terms with 

                   
   ( )

1 22

1 1

l ln n
l l

ij
F

i j

−

= =

= Θ Θ  (11) 

and  

                    ( )
30

22

1 1

Ln

o oijF
i j= =

= Θ Θ  (12) 

here,   is the hyper–parameter which leads the tradeoff 

of model performance between training time and test time. 

The number of learnable parameters is shown in Table 

I. 

TABLE I. NUMBER OF LEARNING PARAMETERS 

Functions No. of weights No. bias 

Affine function ( )1

1

30
L

l l L

l

n n n−

=

 +   

1

30
L

l

l

n
=

+  

Batch 

normalization 
1

L

l

l

n
=

  

1

L

l

l

n
=

  
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The dataset is given in Fig. 1 in which the total number 

of samples is 68363. Our dataset has been divided into 

training, validation, and test set that contain 75%, 12.5%, 

12.5% samples of dataset, respectively. The NN models 

have been trained through 100 epochs with the mini batch 

size of 128. Adam optimizer is also used to train the 

networks with the initial learning rate is 
43 10− , the first 

and second exponential decay rate factors are 0.9 and 

0.999, respectively. 

III. EXPERIMENTS 

For evaluation, we choose the 
1F  score to measure the 

efficiency of different models on our benchmark 

Vietnamese news dataset. The 
1F  score depends on 

recall  - the ratio of the number of documents assigned 

correctly to a category by our classifier to the total 

number of documents labeled to that category in our 

corpus, and precision  - the percentage of the correctly-

assigned documents by the machine over both correctly-

assigned documents and falsely–assigned documents in a 

category. The expression of the 
1F  score is described 

below: 

         1

2 recall precision
F

recall precision

 
=

+
 (13) 

For the BoW input feature, K = 2500 tokens are 

selected after computing the TF-IDF feature vector. 

Furthermore, we also choose the probability of the 

dropout layer as P = 0.3, and   = 0.015 for the Frobenius 

regularization term. 

First of all, the number of hidden layers in networks is 

surveyed with the ReLU activation functions. The results 

in Fig. 4 depict that the network with three hidden layers 

with 256 nodes in each layer gives the best prediction on 

test dataset. Meanwhile, Fig. 5 illustrates that the stack of 

two hidden layers with tanh activation functions performs 

prediction better than others. Moreover, ReLU functions 

are also considered as the reliable choice for multi-label 

task on our dataset. 

 

Figure 4. Evaluation of the ReLU activation functions on different 

number of hidden layers. 

 

Figure 5. Evaluation of tanh activation functions on different number of 

layers. 

The results of our investigation with different types of 

the N-gram with K = 2500 tokens for each dictionary are 

depicted in Fig. 6. In this study, we use the best model 

with the stack of 3 hidden layers applying the ReLU 

activation functions to evaluate the impact of N-gram 

order on the multi-classification task. 

 

Figure 6. Evaluation on different N-gram orders. 

Fig. 7 shows the results of combining the BoW and N-

gram model for generating dictionary. In this experiment, 

each vector representation has K = 5000 which comprises 

of 2500 TF-IDF weights of the BoW dictionary and 

others come from the N-gram model dictionary. 

 

Figure 7. Evaluation on the combination of the BoW and N-gram 

models. 
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We also implement methods in [21] using OCFS to 

reduce the massive dimension of feature, so as to figure 

that the NN model slightly outperforms other classifiers 

although feature selection phase has been cut off the 

classification task. The results are shown in Fig. 8. 

 

Figure 8. Comparation of the neural network model with other 

classifiers. 

Fig. 9 illustrates the performance on different sizes of 

TF-IDF feature vectors with K = 500, K = 1000, K = 

2500, and the full-length K = 10000 dimensional vectors, 

respectively. With K = 2500 features, the neural network 

model still keeps the performance close to one with full-

length feature vectors. However, when the size of feature 

vectors is dramatically reduced, namely with K = 500 and 

K = 1000, the performance of neural network models also 

gets a considerable decline on text classification task.  

 

Figure 9. Comparation of the performance of neural network models on 

different sizes of feature vectors. 

IV. CONCLUSION 

In this paper, we have introduced a new Vietnamese 

online news dataset which is separated strictly its topics. 

Also, we study the performance of the combination of 

TF-IDF features and classifier using neural network 

models without using feature selection algorithms. The 

result figures of neural network models should get the 

prospective in Vietnamese news articles classification 

tasks. 

Our dataset could be extended with more classes in the 

future’s work. Moreover, we would investigate some 

methods to enhance the features before putting them into 

our classifier. 
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