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Abstract—In this paper, we proposed new method to deal 

non-linear information such as occlusion by using kernel 

feature space, which named Weighted Sparse Representation 

using collaborative representation in kernel feature space 

based classification (WSRCRKC). Kernel Sparse 

Representation-based Classification (KSRC) has shown 

good classification performance and robustness for the 

problem of nonlinear distribution of face images. To use 

locality information and eliminate the affection of 

luminance,  Weighted  Kernel  Sparse Representation-based 

Classification  (WKSRC)  is  proposed as an extension of 

KSRC by combining multiscale retinex algorithm. 

Furthermore, by making kernel Gram matrix sparse, we 

reduce the computation of face recognition. The 

experimental result shows that our proposal clearly 

improves the computational time while keeping accuracy 

high. 

 

Index Terms—face recognition, classification, kernel sparse 

representation, dimensionality reduction 
  

I. INTRODUCTION 

Currently, image recognition has been used in many 

situations, such as automatic driving and unlocking 

smartphone instead of password. In Intelligent Transport 

System (ITS), face classification has been attracted too. 

Driver status estimation [1] and policing for over speed 

can be realized by using face classification [2], [3]. 

Therefore, we focused on face recognition in this paper. 

Most recognition methods have the step of 

dimensionality reduction, which essentially has two 

important roles. First role is to reduce the computational 

time. Dimensionality Reduction (DR) method accelerate 

computational speed by reducing computational 
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complexity. Second role to improve accuracy. Original 

information may include unnecessary features that are 

misleading. The DR method extracts essential 

information by removing extra elements. DR is 

indispensable step for those reasons. Famous DR 

methods are Principal Components Analysis (PCA) [4], 

[5] and Linear Discriminant Analysis (LDA) [6], [7]. 

These methods project high dimensional information into 

low dimension subspace. These methods are very simple 

and easy to use. However, these methods are too simple. 

Thus, when these are applied, essential information can 

be lost. 

In recent years, Sparse Representation-based 

Classification (SRC) [8], [9] has been strongly attracted 

attentions in the region of machine learning. SRC is one 

of the classifiers and shows good performance under the 

situation that the face images are partly occluded. 

Sparsified Collaborative Representation-Based Local 

Discriminant Projection for feature extraction (SCRLDP) 

[10] is the method combined graph-based DR method 

with sparse representation, which indicates better results 

in accuracy and computing time than many conventional 

methods. Therefore, SCRLDP is used in this paper as a 

DR method. 

Furthermore, nonlinear distribution of the image is the 

common problem. The problem arises with ornaments on 

the face, such as sunglasses and scarves, which obscure 

part of the face, causing the image to change 

discontinuously, making classification difficult, which 

makes the performance of SRC terrible. However, kernel 

based algorithm can solve nonlinear problem effectively. 

One of the most famous kernel based technique is SVMs, 

which combine the sparsity-induced technique and kernel 

trick. Kernel Principal Component Analysis (KPCA) [11], 

[12] is an algorithm applied kernel trick to linear method. 

220© 2021 J. Adv. Inf. Technol.

Journal of Advances in Information Technology Vol. 12, No. 3, August 2021

doi: 10.12720/jait.12.3.220-225



The kernel trick project the original data into a high 

dimensional kernel feature map. In other words, a linear 

method can be converted into a nonlinear method by 

using kernel trick. Kernel Sparse Representation-based 

Classification (KSRC) [13], [14] combined SRC with 

kernel trick, which overcomes the problem occurred in 

SRC and has better performance. 

To further improve the performance of KSRC, 

Weighted Kernel Sparse Representation-based 

Classification (WKSRC) [15] algorithm was proposed. 

WKSRC integrates locality structure of the image data 

into KSRC. In this paper, multiscale retinex algorithm 

[16] is used to preserve locality structure and overcome 

variation of illumination.  

II. BACKGROUNDS 

A. Sparse Representation-Based Classification 

SRC has shown its outstanding capability for face 

recognition. Given a set of training samples with c classes 

of subjects, 𝑿 = [𝑿1, 𝑿2, … , 𝑿𝑐] ∈ 𝑹
𝑚×𝑛 , where 𝑚  is a 

number of dimension of training samples and 𝑛 is total 

number of training samples. Each 𝑿𝑖  denotes the training 

samples from class 𝑖, each column of 𝑿𝑖  is a sample. The 

sparse coefficient vector 𝜶 is represented as: 

𝒚 = 𝑿𝜶 (1) 

where 𝒚 denotes testing sample and 𝜶𝑖  is the sub-vector 

associated with 𝑿𝑖 . When the testing sample is from class 

𝑖, 𝜶 would be sparse and most items of 𝜶 will be zero 

except some of those associated with class 𝑖. The vector 

𝜶 will be sparse enough as 𝜶 = [𝟎𝑇 , … , 𝜶𝑖
𝑇 , … , 𝟎𝑇], where 

𝜶𝑇  is the transposition 𝜶𝑖  which is a nonzero item. 

Furthermore, (1) is modified as following to be robust to 

noises: 

𝒚 = 𝑿𝜶 + 𝜀 (2) 

where 𝜀 is noisy data. 

In SRC, the sparse regularization technique has 

important role in achieving the sparse coefficient vector. 

Sparse regularization methods such as L0-norm, L1-norm 

and L2-norm regularization are used to recover to the 

sparse signal. However, in L0-norm regularization, it is 

difficult to optimize the objective function and L2-norm 

has insufficient sparseness. Therefore, L1-norm 

regularization is widely used in sparse signal 

reconstruction which can also induce sparseness and 

solve the problem of discontinuousness as an extension of 

L0-norm regularization.  

For each class 𝑖  SRC uses (3) to reconstruct testing 

sample 𝒚𝑖̂  which could be used to compare with 𝑦 . 

Reconstructed 𝒚𝑖̂ which has the minimum residual could 

be associated with the class label. 

𝒚𝑖̂ = 𝑿𝑖𝛼̂𝑖 (3) 

where 𝛼̂𝑖 is the sparse coefficient associated with class 𝑖. 
The procedure of SRC is summarized as following. 

 

Input: Matrix of training samples 𝑿, testing sample 𝑦. 

First step: Normalize the columns of 𝑿 to have unit 

L1-norm. 

Second step: Solve the L1-minimaization problem to 

obtain the coefficient vector 

𝛼̂ = argmin
𝑖
‖𝜶‖1 , 𝑠. 𝑡. ‖𝒚 − 𝑿𝜶‖2 ≤ 𝜀 (4) 

Third step:  Calculate the residuals 

𝑟𝑖 = ‖𝒚 − 𝑿𝛼̂𝑖‖2 (5) 

Output: 
identity(𝒚) = argmin

𝑖
𝑟𝑖 (6) 

B. Kernel Sparse Representation-Based Classification 

In kernel based algorithm, the original data is projected 

into the kernel space. At this time, mapping function is 

unnecessary. The most popular technique is kernel trick, 

which could map the original data into a high 

dimensionality kernel space. Generally, Mercer kernel 

 𝑘(∙,∙) is the suitable one, which is used to calculate the 

kernel Gram matrix 𝑲 ∈ 𝑹𝑛×𝑛 and vector 𝒌(∙, 𝒚) ∈ 𝑹𝑛 as 

shown in (7) and (8). 

𝑲𝑖,𝑗 = [𝑘(𝒙𝑖 , 𝒙j)]1≤𝑖,𝑗≤𝑛
(7) 

𝒌(∙, 𝒚) = [𝑘(𝒙1, 𝒚),… , 𝑘(𝒙𝑛, 𝒚)]
𝑇 (8) 

where 𝒙𝑖  and 𝒙𝑗  denote the training samples. When the 

number of training samples is large, computational 

complexity will be very high. Therefore, KPCA and 

KLDA were applied to 𝑿  and 𝒚  to build the 

transformation matrix 𝑩 ∈ 𝑹𝑛×𝑑 , where 𝑑  is the 

dimension of feature space after dimensionality reduction. 

The coefficient vector could be computed in the low 

kernel space as follow: 

‖𝑩𝑇𝒌(∙, 𝒚) − 𝑩𝑇𝑲𝜶‖ ≤ 𝜀 (9) 

To classify the testing sample, the last step of KSRC 

compute the minimized residual between 𝑩𝑇𝒌(∙, 𝒚) and 

the reconstructed sample 𝑩𝑇𝑲𝜶̂𝑖  as shown by (10) for 

class 𝑖. 

𝑟𝑖 = ‖𝑩
𝑇𝒌(∙, 𝒚) − 𝑩𝑇𝑲𝜶̂𝑖‖2 (10) 

The procedure of KSRC is given as following. 

Input: Matrix of training samples 𝑿, testing sample 𝒚. 

First step: Select a Mercer kernel 𝑘(∙,∙)  and its 

parameters. And then build the kernel Gram matrix 

𝑲 and vector 𝒌(∙,∙). 
Second step: Make the transformation matrix 𝑩. 

Third step: Normalize the columns of 𝑩𝑇𝑲  and 

𝑩𝑇𝒌(∙, 𝒚) to have unit L2-norm. 

Fourth step: Compute the L1-minimization 

problem to get the coefficient vector 𝜶̂. 

Fifth step: Compute the residuals 𝑟𝑖. 
Output: identity(𝒚) = argmin

𝑖
𝑟𝑖. 
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C. Multiscale Retinex Algorithm 

In real situation, the facial image has various 

luminance which could hinder the performance of face 

recognition. 

Multiscale Retinex Algorithm (MSR) is an important 

processing algorithm to deal with the variation of 

luminance, which has been successfully used in face 

recognition. It removes low frequency information by 

dividing the smooth components from the original data. It 

has good performance on gray images. Therefore, it is 

widely used in face recognition under difficult lightning 

conditions. The MSR integrates weighted outputs of 

several different Single Scale Retinex (SSR). The SSR is 

defined as: 

𝑅𝑖(𝒙, 𝒚) = log [
𝐼𝑖(𝒙, 𝒚)

𝐹(𝒙, 𝒚) ∗ 𝐼𝑖(𝒙, 𝒚)
] (11) 

where 𝐼𝑖(𝒙, 𝒚) denotes the image distribution in the i-th 

spectral band. It presents gray-scale image when 

𝑖 equals 1. 𝐹(𝒙, 𝒚) is the surround function. The MSR is 

defines as 

𝑅𝑀𝑆𝑅𝑖 =∑𝑤𝑠𝑅𝑠𝑖

𝑆

𝑠=1

(12) 

where 𝑆 denotes the number of scales, 𝑅𝑠𝑖 denotes the i-th 

component of the s-th scale, and 𝑤𝑠  is the weight 

associated with the 𝑠  scale. Fig. 1 shows original face 

images and processed images by MSR. It obviously 

shows that the MSR algorithm is effective for verification. 

 

Figure 1. Example of MSR result when applied to face images with 

various illumination. 

D. Weighted Kernel Sparse Representation-Based 

Classification 

WKSRC is an extension of KSRC. In WKSRC, MSR 

algorithm is used to reduce the impact of illumination and 

effectively extract the locality information by penalizing 

the distance between the testing and each training sample. 

Furthermore, the L1-minimization problem is 

transformed into the Weighted L1-minimization problem 

in kernel feature space by combining the local 

information and kernel feature space. 

To extract locality information by MSR algorithm, we 

use (12) shown as 

𝑅(𝒙, 𝒚) = ∑(log [
𝐼(𝒙, 𝒚)

𝐼(𝒙, 𝒚) ∗ 𝐺𝑠(𝒙, 𝒚)
])

𝑆

𝑠=1

(13) 

where 𝐼(𝑥, 𝑦)  denotes the original image and 𝐺𝑠(𝑥, 𝑦) 
denotes the surround function of size 𝑠 which is a free 

parameter. 

In order to eliminate the impact of luminance and 

obtain more discriminating information, each training 

sample 𝒙𝑖 in 𝑿 and the testing sample 𝑦 are processed by 

(14). 

{
 
 

 
  𝑅(𝒙𝑖) =∑(log [

𝒙𝑖
𝒙𝑖 ∗ 𝐺𝑠

])

𝑆

𝑠=1

𝑅(𝒚) =∑(log [
𝒚

𝒚 ∗ 𝐺𝑠
])

𝑆

𝑠=1

(14) 

The processed samples are robust to illumination 

variation. Furthermore, to obtain the locality adaptor, we 

compute the distance between the testing sample and 

each training sample by (15). 

𝑑𝑖𝑠𝑡(𝑅(𝒚), 𝑅(𝒙𝑖)) = ‖𝑅(𝒚) − 𝑅(𝒙𝑖)‖
𝑡 (15) 

where 𝑡 denote the locality adaptor parameter. In general, 

the distance indicates the similarity between the testing 

sample and each training sample. The larger 

𝑑𝑖𝑠𝑡(𝑅(𝒚), 𝑅(𝒙𝒊)) is, the further distance between 𝒚 and 

𝒙𝑖  is. Especially, the similarity removed the impact of 

luminance is characterized. With (18), the locality 

adaptor matrix 𝑾 can be expressed by (16). 

𝑾 = [𝑑𝑖𝑠𝑡(𝑅(𝒚), 𝑅(𝒙1)), … , 𝑑𝑖𝑠𝑡(𝑅(𝒚), 𝑅(𝒙𝑁))]
𝑇
(16) 

where 𝑁  is the total number of training samples. This 

locality information can be used to generate sparser and 

discriminative coefficient vector in 

𝛼̂ = argmin
𝑖
‖𝑾𝜶‖1 , 𝑠. 𝑡. ‖𝒚 − 𝑿𝜶‖2 ≤ 𝜀 (17) 

The same can be performed in kernel space as in 

𝜶̂ = argmin
𝑖
‖𝑾𝜶‖1 , 𝑠. 𝑡. ‖𝑩

𝑇𝒌(∙, 𝒚) − 𝑩𝑇𝑲𝜶‖ ≤ 𝜀 (18) 

Then, more robust coefficient vector can be obtained. 

After getting coefficient vector 𝜶̂  from (18), The 

residual with c classes training samples will be calculated 

to judge the label of the testing sample. Similar to SRC 

and KSRC, the coefficient vector would be sparse that 

most items of 𝜶̂ are zero except some of those related 

with the class the testing sample belongs. To obtain the 

residual of class 𝑖, the new coefficient vector 𝝃 which will 

represent the testing sample can be denoted as 𝝃 =
[𝟎𝑇 , … , 𝜶̂𝑖

𝑇 , … , 𝟎𝑇],  where 𝜶̂𝑖
𝑇  is the coefficient items 

which are associated with class 𝑖  in 𝜶̂ . Therefore, the 

residual of class i can be computed as 

𝑟𝑖 = ‖𝑩
𝑇𝒌(∙, 𝒚) − 𝑩𝑇𝑲𝝃‖ (19) 

Because c classes samples are selected as training 

sample set, the label of testing sample can be computed 

easily by minimizing the c residuals. 

We show the algorithm of WKSRC as below: 

Input: Training image vectors 𝑿 = [𝒙𝟏, 𝒙𝟐, … , 𝒙𝒏] ∈
𝑹𝒎×𝒏 , the testing sample 𝒚 , and an optional error 

tolerance 𝜀 > 0. 

First step: Select a Mercer kernel 𝑘(∙,∙) and its 

parameters. And then construct the kernel Gram 

matrix 𝑲 and vector 𝒌(∙, 𝒚) by using Merce kernel. 
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Second step: Obtain the transformation matrix 𝑩 by 

applying DR method with 𝑲. 

Third step: Normalize the columns of 𝑩𝑇𝑲 and 

𝑩𝑇𝒌(∙, 𝒚) to have unit L2-norm. 

Fourth step: Process the samples by MSR algorithm. 

Fifth step: Obtain the locality adaptor matrix 𝑾 

with (16). 

Sixth step: Compute the weighted L1-minimization 

problem or the robust version considering occlusion 

in kernel feature space to get the coefficient vector. 

Output: identity(𝒚) = argmin
𝑖
{𝑟𝑖}. 

E. Sparsified Collaborative Representation-Based Local 

Discriminant Projection for Feature Extraction 

We will briefly explain SCRLDP. SCRLDP construct 

two graphs, within-class scatter matrix 𝑺𝒘 and between-

class scatter matrix 𝑺𝒃 . Two graphs are used to solve 

objective function defined as 

𝐽(𝑝) = argmax
𝑷

𝑷𝑇𝑺̃𝒃𝑷

𝑷𝑇𝑺̃𝒘𝑷
(20) 

where 𝑷  is projection matrix, and output matrix. 𝑳 =
[𝑙1, 𝑙2, … , 𝑙𝑛]  is label of each samples. Collaborative 

representation vector 𝒗𝑖 is obtained by solving follow: 

𝒗𝒊 = 𝑎𝑟𝑔𝑚𝑖𝑛{‖𝒙𝒊 − 𝑿𝒗𝒊‖2
2|+𝜆||𝒗𝒊||2

2} (21) 

The collaborative representation vector 𝒗𝑖  denotes 

similarity between 𝒙𝑖  and all training samples. To 

enhance the connection between same label, the within-

class weight matrix 𝑯 is defined as follow: 

𝑯𝑖𝑗  = {
𝑣𝑖𝑗 , if 𝑙𝑖 = 𝑙𝑗
0, otherwise

(22) 

To use the separability information between different 

class, SCRLDP uses standard deviation and average of 

similarity matrix. Therefore, between-class weight matrix 

𝑯′ is defined as: 

𝑯𝑖𝑗
′ = {

𝑣𝑖𝑗 , if 𝑙𝑖 ≠ 𝑙𝑗  and 𝑣𝑖𝑗 > min{𝒗𝑖
′ ≥ 𝜇 + 𝜏𝜎}

0, otherwise
(23) 

𝒗𝑖
′ is defined by: 

 𝒗′𝒊   = {
𝑣𝑖𝑗 , if 𝑙𝑖 = 𝑙𝑗
0, otherwise

(24) 

where 𝜇 , 𝜎  and 𝜏 denote average of  𝒗′𝒊 , standard 

deviation of  𝒗′𝒊 and hyperparameter respectively. 

These weight matrices contribute what decreasing the 

total information value. Furthermore, SRCLDP constructs 

a scatter matrix effectively by using weight matrices. A 

within-class scatter matrix 𝑺̃𝒘 is defined as: 

𝑺̃𝒘 =  𝐗[(𝑫
𝑐 + 𝑫𝑟) − (𝑯 + 𝑯𝑇)]𝑿𝑇 

=  𝐗(𝑫̃ − 𝑯̃)𝑿𝑇                                           (25) 

where 𝑫𝑐  and 𝑫𝒓  are diagonal matrices, 𝑫𝑖𝑖
𝑐 = ∑ 𝐻𝑖𝑗

𝑛
𝑗=1  

and 𝑫𝑗𝑗
𝑟 = ∑ 𝐻𝑖𝑗

𝑛
𝑖=1  respectively. 

Likewise, 𝑺̃𝒃 is defined as follow: 

𝑺̃𝒃 =  𝑿[(𝑫
𝑐 ′ + 𝑫𝑟 ′) − (𝑯′ + 𝑯′𝑇)]𝑿𝑇 

                =  𝑿(𝑫′̃ −𝑯′̃)𝑿𝑇                                           (26) 

where 𝑫𝑐′and 𝑫𝑟′are diagonal matrices, 𝑫𝑖𝑖
𝑐′ = ∑ 𝐻𝑖𝑗 ′

𝑛
𝑗=1  

and 𝑫𝑗𝑗
𝑟′ = ∑ 𝐻𝑖𝑗 ′

𝑛
𝑖=1  respectively. 

By using above equations, target projection matrix 𝑷 is 

calculated as 

𝑺̃𝒃𝑷 = 𝝀𝑺̃𝒘𝑷 (27) 

We show the SCRLDP algorithm as below: 

Input: Training image vectors 𝑿 = [𝒙𝟏, 𝒙𝟐, … , 𝒙𝒏] ∈
    𝑹𝒎×𝒏, the label of each samples 𝑙𝑖  (𝑖 = 1,2, … , 𝑛) 

First step: Calculate the collaborative 

representation vector 𝒗𝑖 by solving (21).  

Second step: Create the within-class graph, 

between-class graph, and determine the weight 

matrices on basis of (22), (23) and (24). 

Third step: Calculate 𝑺̃𝒘 and 𝑺̃𝒃 using (25) and (26). 

Fourth step: Compute the eigenvectors associated 

with the first d largest eigenvalues of (27). where 

𝒑1, 𝒑2, … , 𝒑𝑑 are the calculated eigenvectors 

matching to the first d largest eigenvalues. 

Output: The projection matrix: 𝑷 = [𝒑1, 𝒑2, … , 𝒑𝑑]. 

III. PROPOSED METHOD 

We propose the new method named weighted sparse 

representation using collaborative representation in kernel 

feature space based classification (WSRCRKC). In 

WKSRC, sparse representation is calculated by using 

kernel Gram matrix and dimension reduced kernel Gram 

matrix. Then, computational speed can be accelerated by 

making kernel Gram matrix sparse. Thus, we focused on 

SCRLDP which can make original matrix sparse with 

keeping relationship between same label. The objective 

of this method is to combine WKSRC with SCRLDP, 

which results in higher speed and accuracy. 

𝑿 is defined as sample matrix 𝑿 = [𝒙1, 𝒙2, … , 𝒙𝑛] ∈
𝑹𝑛×𝑚  and sorted by class likes {𝒙1, 𝒙2, 𝒙3} ∈
class 1, {𝒙4, 𝒙5, 𝒙6} ∈ class 2, … , {𝒙𝑛−2, 𝒙𝑛−1, 𝒙𝑛} ∈
class c. Let c is the number of class. 𝑳 = [𝑙1, 𝑙2, … , 𝑙𝑛] is 

label of each samples. Kernel Gram matrix 𝑲  is 

generated by using kernel function like (7).   

To apply SCRLDP for kernel Gram matrix, we 

modified some equations of SCRLDP. Firstly, we modify 

the collaborative representation vector. In SCRLDP, 𝒗𝑖 is 

computed by (21). However, it cannot deal with kernel 

Gram matrix. Therefore, (21) is modified as: 

𝒗𝒊 = argmin{‖𝑲𝒊 − 𝑲𝒗𝒊‖2
2 + 𝜆‖𝑲𝒊‖2

2} (28) 

where 𝑲𝑖  denotes 𝑖 -th column (or row) of 𝑲  and 𝒗𝑖 =
[𝑣𝑖,1, … , 𝑣𝑖,𝑖−1, 0, 𝑣𝑖,𝑖+1, … , 𝑣𝑖,𝑛]. 

The element of collaborative representation vector 𝒗𝒊 
shows similarity between two sample in SCRLDP. In 

kernel feature space, the relationships between same label 

samples and different label samples are not changed from 

original. Therefore, we can apply (22), (23), (24), (25), 

(26) and (27) similarly. According to above mentioned, 
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our algorithm of proposed method is determined and 

shown as: 

Input: Training image vectors 𝑿 = [𝒙𝟏, 𝒙𝟐, . . , 𝒙𝒏, ] ∈
𝑹𝒎×𝒏 , the testing sample 𝒚 , and an optional error 

tolerance 𝜀 > 0. 

First step: Select a Mercer kernel 𝑘(∙,∙)  and its 

parameters. And then construct the kernel Gram 

matrix 𝑲 and vector 𝒌(∙, 𝒚) by using Merce kernel. 

Second step: Obtain the transformation matrix 𝑩 by 

applying SCRLDP with 𝑲. 

Third step: Normalize the columns of 𝑩𝑇𝑲  and 

    𝑩𝑇𝒌(∙, 𝒚) to have unit L2-norm. 

Fourth step: Process the samples by MSR 

algorithm. 

Fifth step: Obtain the locality adaptor matrix 𝑾 

with (16). 

Sixth step: Compute the weighted L1-

minimization problem or the robust version 

considering occlusion in kernel feature space to get 

the coefficient vector. 

Output: identity(𝒚) = argmin
𝑖
{𝑟𝑖}. 

IV. EXPERIMENTS 

We conduct experiments to evaluate our method on 

Extend Yale B database [17], which has images in 

various luminance situations. The experiments were 

programmed in Python (3.7.3). In the experiments, we 

used the Sparse Modeling Software (SPAMS) package 

[18], [19] to solve the weighted L1-minimization problem 

in kernel feature space. SPAMS is an open-source 

optimization toolbox for solving machine learning and 

signal processing problems.  

From here, we will write experimental environment, 

result and consideration. The database includes 28 

different classes under 9 poses and 64 illumination. We 

randomly sample one illumination from each pose on 

each class, which results in 252 samples. In this 

experiment, all images were resized into 40×40 density. 

Then we equally split samples into training and testing 

data.  

To compare our proposed method with WKSRC, we 

choose PCA and LDA as DR method, which are widely 

used in pattern recognition. When the experiment is 

conducted, there is necessary to choose Mercer kernel. 

Widely used Merce kernels are the linear kernel and the 

Gaussian  Radial  Basis  Function  (RBF).  To  reduce  the 

impact of hyper parameter, we focus only on linear kernel.  

Mercer kernel 𝑘(𝒙, 𝒚)  is the linear kernel in this 

experiment, which defined as (29): 

𝑘(𝒙, 𝒚) = 𝒙T𝒚 (29) 

TABLE I.  COMPARISON OF AVERAGE ACCURACY 

 Methods 

Number of 

dimensions 

WKSRC 

with PCA 

WKSRC  

with LDA 

WSRCRKC 

25 0.8150 0.8293 0.7875 

50 0.8614 0.8711 0.8789 

75 0.8786 0.8964 0.8850 

100 0.8925 0.8436 0.8975 

TABLE II.  COMPARISON OF COMPUTATIONAL TIME 

 Methods 

Number of 

dimensions 

WKSRC 

with PCA 

WKSRC 

with LDA 

WSRCRKC 

25 51.2443 61.2360 36.8070 

50 53.8723 69.5778 39.8374 

75 63.9410 77.2630 40.1678 

100 74.4228 81.4671 40.6945 

 

In all methods, we set ε = 0.0005  as the given 

tolerance. In the procedure of locality information 

extraction, we set 𝑡 = 1.5 . When conducting MSR 

algorithm, three scales are enough for most images 

according to [16]. Thus, we set 𝑆 = 3  in weighted 

methods. We ran the all methods three times and 

calculated the average of accuracy and computational 

time to obtain the not biased result. We show the 

comparison about computational time and accuracy 

between our proposed method and other existed methods 

in Table I and Table II. Fig. 2 and Fig. 3 indicate what the 

performance how to change depend on dimension number. 

 

Figure 2. The comparison of accuracy. 

 

Figure 3. The comparison of computational time. 

From Table I and Table II, our proposed method has 

lower computational time than PCA and LDA though 

keeping the high accuracy. According to Fig. 2, 

accuracies of PCA and proposed method is stable around 

75.  

In addition, computational time of proposed method is 

stably faster than other methods over 10. After integration 

above, our proposed method shows good performance. 
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V. CONCLUSION 

We proposed the method named Weighted Sparse 

Representation using Collaborative Representation in 

Kernel feature space based Classification (WSRCRKC) 

in this paper. 

 According to the experiment on Extend Yale B 

database, our proposed method shows better performance 

on the computational time while keeping high accuracy 

for images affected by various luminance. As a reason, 

collaborative representation makes matrix using 

similarity between different sample. However, proposed 

method increases 0 element of matrix by removing low 

similarity. Therefore, misleading elements are eliminated. 

In addition, if the ratio of 0 components was large, the 

calculation cost is reduced. Therefore, computational 

time can be decreased. 

In the future, we will focus on modifying by extracting 

essential information more effectively and efficiently. 
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