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Abstract—Customer churn is a major problem in several 

service industries such as banks and telecommunication 

companies for its profound impact on the company’s revenue. 

However, the existing algorithms for churn prediction still 

have some limitations because the data is usually imbalanced. 

The commonly-used techniques for handling imbalanced 

data in churn prediction belong to two categories: 

resampling methods that balance the data before model 

training, and cost-sensitive learning methods that adjust the 

relative costs of the errors during model training. In this 

paper, we compare the performance of two data resampling 

methods: SMOTE and Deep Belief Network (DBN) against 

the two cost-sensitive learning methods: focal loss and 

weighted loss in churn prediction problem. The empirical 

results show that as for churn prediction problem, the 

overall predictive performance of focal loss and weighted 

loss methods is better than that of SMOTE and DBN.  

 

Index Terms—churn prediction, deep belief network, 

SMOTE, focal loss, weighted loss 
 

I. INTRODUCTION 

Timely prediction of customers’ possibility to churn in 

several service industries, such as banks and 

telecommunication companies, has recently become a 

subject of focus for its impact on the business profit. The 

cost to retain existing customers is often lower than that of 

reaching out to new customers. This would also enhance 

the competitiveness of one service company among 

various service providers in the contemporary context of 

saturated customer base today. Recently, numerous data 

mining techniques have been applied for customer churn 

prediction, including traditional statistical methods, such 

as logistic regression [1], non-parametric models such as 

k-nearest-neighbors ([2], [3]), decision trees ([4], [5]), 

neural networks ([6], [7]), Support Vector Machines [8] 

and ensemble methods ([9], [10]). 

In the churn prediction problem, the training data set 

used to train a prediction model often involves an 

inevitable quantitative imbalance between churn and 

non-churn groups; in particular, the leaving group only 

accounts for 2% of the total data. Classic algorithms often 

fail to handle this problem effectively due to its emphasis 

on the majority of non-churn customers, which leaves the 
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prediction of churn customers vulnerable [11]. Thus, 

effective handling of the data imbalance problem is crucial 

in improving the model’s predictive accuracy in practical 

applications. 

During the last decade, many solving methods have 

been proposed to deal with imbalance data in classification, 

both for standard learning algorithms and for ensemble 

techniques ([12]-[14]). They can be grouped into  

categories: 

1) Data resampling: In which the training instances 

are modified in such a way to produce a more or 

less balanced class distribution that enables 

classifiers to perform in a similar manner to 

standard distribution [15].  

2) Cost-sensitive learning: This type of methods 

assigns higher costs for the misclassification of 

examples of the positive class with respect to the 

negative class, and therefore, trying to minimize 

higher cost errors [16]. 

In this work, we compare empirically the classification 

performance of data resampling approach against 

cost-sensitive learning approach in churn prediction 

problem. In the data resampling category, we select two 

methods: SMOTE [17], and the Deep Belief Network 

(DBN) generative model [18]. As for the cost-sensitive 

learning category, we shall examine two methods: 

Weighted Loss [19] and Focal Loss [20]. The empirical 

results on two datasets show that as for churn prediction 

problem, the overall predictive performance of Focal Loss 

and Weighted Loss methods is better than that of SMOTE 

and DBN. 

The remainder of the paper is organized as follows. 

Section II presents the problems related to handling class 

imbalance. Section III explains the selected methods used 

in the performance evaluation process. Section IV reports 

the experimental results. The final section gives some 

conclusions and future works. 

II. HANDLING CLASS IMBALANCE 

There are two main problems that we have to handle 

when mining imbalanced classes: (1) how to select a 

proper evaluation metrics and (2) how to deal with the lack 

of data in minority class in comparison to the large amount 

of data in majority class.  This subsection represents some 

ideas to address these two problems. 
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A. Appropriate Evaluation Metric 

The Area Under the Curve (AUC), which is derived 

from the Receiver Operating Characteristic (ROC) curve, 

is the commonly- used metric to evaluate the performance 

of the classifier with class imbalance. The AUC is used 

because it reflects the performance of the imbalanced data 

in churn prediction and the AUC does not depend on the 

predicted probability threshold between the two classes: 

churn and non-churn.  

B. Data Resampling and Cost-Sensitive Learning 

1) Data resampling 

The data resampling methods include under-sampling 

and over sampling. Under-sampling eliminates a number 

of majority class examples while over-sampling duplicates 

minority class examples. Both of these sampling 

techniques reduce the overall level of class imbalance, 

thereby making the rare class less rare. 

Some well-known methods in data resampling 

approach can be listed as follows. SMOTE (Synthetic 

Minority Oversampling Technique) proposed by Chawla 

et al. in 2002 [4] is an over-sampling method. To 

overcome the limitation of SMOTE, some other improved 

variants of SMOTE, such as Borderline-SMOTE (Han et 

al., 2005 [21]), Safe-Level-SMOTE (Bunkhumporpat et 

al., 2009 [22]), and ADYSIN (He et al., 2008 [23]) were 

suggested. CUBE, proposed by Deville and Tille, in 2004 

[24] is a popular method which is based on 

under-sampling.  

2) Cost-Sensitive learning 

In many data mining tasks, including churn prediction, 

it is the rare cases that are of primary interest. Evaluation 

function that does not take this into account often cannot 

perform well in these situations. One solving method is to 

use cost-sensitive learning methods. These methods can 

make use of the fact that the value of correctly identifying 

the rare class outweighs the value of correctly identifying 

the common class. For two-class problems this is done by 

assigning a greater cost to false negatives than with false 

positives. 

Some well-known methods in cost-sensitive approach 

can be listed as follows. Chen et al. in 2004 [25] proposed 

a method which uses weighted random forests to classify 

imbalance data. Lin et al. in 2017 [20] proposed a 

cost-sensitive-learning method which employs Focal Loss, 

a kind of cross-entropy-loss to handle imbalance data. 

Harliman et al. in 2018 [26] proposed a Ripple-SMOTE 

method which employs both weighted loss function in 

deep neural network and oversampling synthetic data. 

Wang et al. in 2019 [19] proposed a method which 

employs both weighted (cross-entropy) loss and focal loss 

on the boosting machine to deal with imbalance data. 

III. THE SELECTED COMPARATIVE METHODS 

In this study, we will evaluate the performance of the 

two main approaches for handling imbalance data in churn 

prediction: data resampling and cost-sensitive learning. As 

for resampling approach, we investigate SMOTE and 

Deep Belief Network-based method. As for cost-sensitive 

learning, we examine two methods, one is based on focal 

loss [20] and the other is based on weighted cross-entropy 

loss [19]. 

A. SMOTE 

SMOTE (Synthetic Minority Oversampling Technique) 

builds upon up-sampling the minority class [17]. 

SMOTE over-samples the minority class by generating 

synthetic minority examples in the neighborhood of 

observed ones. The idea is to form new minority examples 

by interpolating between examples of the same class. This 

has the effect of creating synthetic data around each 

minority observation. A simple example of SMOTE is 

shown in Fig. 1. An xi minority class instance is selected as 

basis to create new synthetic data points. Based on a 

distance measure, several nearest neighbors of the same 

class (points xi1 to xi4) are chosen from the training set. 

Then, a randomized interpolation is carried out to obtain 

new instances r1 to r4. 

 

Figure 1. Illustration of how to create the synthetic data points by 
SMOTE [10]. 

The SMOTE method was implemented in scikit-learn 

framework with Python language. 

B. DBN-based Method 

Deep Belief Network (DBN) is an Unsupervised 

Probabilistic Deep Learning model ([18], [27]). A DBN is 

composed of multiple Restricted Boltzmann Machines 

(RBMs). These RBMs are stacked on top of each other, 

taking their inputs from the hidden layer of the previous 

RBM. RBMs follow the encoder-decoder paradigm. In 

this paradigm an encoder transform the input into a feature 

vector representation from which a decoder can 

reconstruct the original input. We use DBN as a generative 

model due to it ability to reconstruct the input data through 

the decoding-steps in RBMs ([18], [28]). In this work we 

apply DBN to generate synthetic data which belong to the 

churn class. To the best of our knowledge, this work is the 

first attempt to apply DBNs in data resampling for 

handling imbalanced data. 

C. Focal Loss 

Focal Loss, a cost-sensitive learning algorithm 

proposed by Lin et al. in 2017 [20], handles the 

imbalanced data by using the loss function to penalize 

more significant errors with minority class. In Focal Loss 

algorithm, the loss function is reshaped to down-weigh 

easy examples and thus focus training on hard negatives. 

For convenience, let m denote the number of data 

samples, yi denote the true label of the i-th sample, and iŷ  
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represent the probabilistic prediction for the i-th sample. 

And the focal loss, which is based on cross-entropy loss, is 

defined as follows: 





m

i

iiiiiif yyyyyyL
1

)ˆ1log(ˆ)1()ˆlog()ˆ1(
  

In the above formula, a modulating factor (1- iŷ )
γ  

is 

added to the cross entropy loss where γ is tested from the 

range [0, 5] in the experiment. 

D. Weighted Cross Entropy Loss 

Imbalance-XGBoost, proposed by Wang et al. in 2019 

[19], is a cost-sensitive learning method which is adapted 

from XGBoost, a gradient tree boosting algorithm  in order 

to handle the imbalanced data in binary classification. 

Imbalance-XGBoost emloys the loss function, called 

Weighted Cross Entropy Loss, which is defined as 

follows:  

1

ˆ ˆ( log( ) (1 ) log(1 ))
m

w i i i i

i

L y y y y


      

where α indicates the ‘imbalance parameter’. Intuitively, if 

α is greater than 1, extra loss will be counted on 

‘classifying1 as 0’; on the other hand, if α is less than 1, the 

loss function will weight relatively more on whether data 

points with label 0 are correctly identified. 

Focal Loss and Weighted Loss methods were 

implemented in Imbalance-XGBoost, a Python package 

that combines the XGBoost algorithm with weighted loss 

and focal loss to handling binary label-imbalanced 

classification tasks  [19]. 

IV. EXPERIMENTAL EVALUATION 

A. Experiment Scenario 

The evaluation experiment is based on the evaluation 

results on the test set, which is taken 30% from the original 

data set completely separated from the training set. AUC 

results are based on the best running result among several 

runs of the experiment. The optimal parameter through the 

grid search process was selected from an experiment with 

AUC metric to achieve the best results. All experiments 

are conducted on the most commonly-used datasets, and 

applying the same  preprocessing process. 

TABLE I.  CHARACTERISTICS OF TELECOM DATASETS 

Dataset UCI  Cell2Cell 

Source UCI University  
Duke 

Univerity 

Feature 21  77 

Samples 3333  51047 

Missing Feature 

Values 
No  Yes 

Churn Class 

Samples  
483  14711 

Non-churn Class 

Samples 
2850  36336 

    

 

For customer churn prediction, the experiment is 

conducted on two datasets: UCI churn dataset and 

Cell2Cell dataset. The UCI churn dataset is from UCI 

Repository of Machine Learning Databases at the 

University of California, Irvine [29]. This churn dataset 

deals with cellular service provider’s customers and the 

data pertinent to the calls they make. The Cell2Cell dataset 

is from Teradata Center for Customer Relationship 

Management of Duke University [30]. Cell2Cell is one of 

the largest wireless companies in the USA and its average 

monthly churn rate is 4%. Characteristics of these two 

telecommunication datasets are described in Table I. 

The first purpose of the experiment is to compare the 

effectiveness of an imbalanced data processing approach 

( data sampling or cost-sensitive learning) to the classical 

approach that relies heavily on machine learning 

algorithms. 

Second, we compare the effectiveness of a data 

resampling method to a cost sensitive learning method. 

The experiment also investigated the impact of parameters 

on the adjustment of the loss function to affect model 

performance. 

B. Experiment Results 

We applied Principle Component Analysis (PCA) 

projection on the two datasets UCI and Cell2Cell and the 

results are shown in Fig. 2 and Fig. 3. The two figures 

show that the data of the churn and non-churn groups on 

the Cell2Cell dataset are more ambiguous and interwoven 

than the UCI set. This observation implies that the churn 

prediction on Cell2Cell dataset is more difficult than on 

UCI dataset. 

 

Figure 2. Visualising UCI dataset after applying PCA. 

 

Figure 3. Visualising Cell2Cell dataset after applying PCA. 
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In this experiment, we will employ two classifiers based 

on different paradigms, namely logistic regression and 

XGBoost [31]. Logistic regression is a classical classifier 

and XGBoost is a gradient tree boosting algorithm (Chen 

and Guestrin, 2016 [31]). Then we develop a separate 

study for comparing data sampling approach with 

cost-sensitive learning approach in handling imbalanced 

data.  

With respect to the evaluation metric, we will use the 

Area Under the ROC curve (AUC) as evaluation criteria. 

We implemented logistic regression and XGBoost with 

scikit-learn framework. We implemented the DBN model 

with Tensorflow framework (using Python language). 

In Table II and Table III, we show the average results 

for all comparative methods for handling imbalance data 

on the two datasets UCI and Cell2Cell respectively. In 

bold, we highlight the method that obtains the best 

performing average. 

TABLE II.  PERFORMANCE EVALUATION ON UCI DATASET 

Method  Algorithms  AUC 

No 
Logistic 

Regression 
 

 

0.5759 

SMOTE 
Logistic  

Regression 
 

 

0.7568 

DBN 
Logistic 

Regression 
 0.6431 

No XGBoost  0.8455 

 

SMOTE 

 

XGBoost 
 

 

0.8666 

 

DBN 

 

XGBoost 
 

 

0.8714 

 

Focal Loss  

 

XGBoost 
 

 

0.8925 

 

Weighted Loss  

 

XGBoost 
 

 

0.9115 

 

SMOTE + Focal Loss 

 

XGBoost 
 

 

0.8851 

 

SMOTE + Weighted Loss  

 

XGBoost 
 

 

0.8703 

TABLE III.  PERFORMANCE EVALUATION ON CELL2CELL DATASET 

Method  Algorithms  AUC 

No 
Logistic 

Regression 
 

 

0.5248 

SMOTE 
Logistic  

Regression 
 

 

0.5973 

DBN 
Logistic 

Regression 
 0.5247 

No XGBoost  0.5637 

 

SMOTE 

 

XGBoost 
 

 

0.5676 

 

DBN 

 

XGBoost 
 

 

0.5634 

 

Focal Loss  

 

XGBoost 
 

 

0.6618 

 

Weighted Loss  

 

XGBoost 
 

 

0.6592 

 

SMOTE + Focal Loss 

 

XGBoost 
 

 

0.6542 

 

SMOTE + Weighted Loss 

 

XGBoost 
 

 

0.6403 

  

The results in Table II and Table III show that the 

classification performance when applying cost-sensitive 

learning methods with loss function for handling 

imbalanced data is better than the one when applying data 

resampling approach. In data resampling approach,  

SMOTE and DBN have equal performance. The results 

also reveal that the XGBoost outperforms the logistic 

regression in classification with imbalanced data. The 

combination of both data resampling and cost sensitive 

learning approaches does not bring out better results. 

The experimental results on Cell2Cell dataset are quite 

similar to those on UCI dataset. The improvement in terms 

of AUC between the second approach (Focal Loss and 

Weighted Loss) and the first approach (SMOTE and DBN) 

on Cell2Cell dataset is higher the one on UCI dataset. The 

reason of this fact is that  the Cell2Cell dataset has an 

interweaving structure between two classes, which makes 

it more difficult to separate them in comparison to the 

structure of UCI dataset, and therefore in this special case 

the loss function can bring out a better effectiveness in 

handling imbalanced data. 

 

Figure 4. AUC to different churn rates on UCI dataset. 

 

Figure 5. AUC to different churn rates on Cell2Cell dataset. 

The variation of AUC to different rates of churn class 

on UCI dataset and Cell2Cell dataset are shown in Fig. 4 

and Fig. 5, respectively. The curves in Fig. 4 and Fig. 5 

show that the methods using the loss function have better 

performance than the methods using data resampling. 

Specially, both Focal Loss and Weighted Loss obtain the 

same results and have good performance even with churn 

0.5

0.6

0.7
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rates in [1%, 5%]. This makes the methods Focal Loss and 

Weighted Loss capable of handling imbalanced data in 

practice with very low rate of churn class. 

The variation of AUC to different values of γ in Focal 

Loss and three different churn rates on the UCI dataset is 

shown in Fig. 6. The variation of AUC to different values 

of  in Weighted Loss and three different churn rates on 

UCI dataset is shown in Fig. 7. 

The variation of AUC to different values of γ in Focal 

Loss and three different churn rates on Cell2Cell dataset is 

shown in Fig. 8. The variation of AUC to different values 

of  in Weighted Loss and three different churn rates on 

Cell2Cell dataset are shown in Fig. 9. 

 

Figure 6. AUC to different γ values of focal loss and three different churn 
rates on UCI dataset. 

 

Figure 7. AUC to different α values of weighted loss and three different 
churn rates on UCI dataset. 

 

Figure 8. AUC to different γ values of focal loss and three different churn 

rates on Cell2Cell dataset. 

 

Figure 9. AUC to different α values of weighted loss and three different 
churn rates on Cell2Cell dataset. 

From Fig. 6, Fig. 7, Fig. 8 and Fig. 9, we can see that the 

effect of the parameters γ and  in Focal Loss and 

Weighted Loss on the classification performance is very 

strong in the case churn rate is 1%. This observation 

implies that when applying Focal Loss and Weighted Loss 

techniques to a dataset with severe imbalance, we must 

pay much attention to tuning the penalty parameters for 

each group. 

TABLE IV.  TRAINING TIMES OF THE FOUR METHODS ON TWO 

DATASETS 

Method  UCI Cell2Cell 

SMOTE 0.3960 46.3105 

DBN 1.6687 98.4344 

Focal Loss 0.9623 5.4266 

Weighted Loss 0.1266 0.6092 

 

The training times (in seconds) of the four methods on 

two datasets are reported in Table IV and Fig. 10. From 

Table IV and Fig. 10, we can see that the training time for 

Focal Loss or Weighted Loss method is remarkably lower 

than the other two methods (SMOTE and DBN) on 

Cell2Cell dataset with a large number of samples and 

attributes. This fact implies that the two methods Focal 

Loss or Weighted Loss have high practical applicability to 

the scenario of complex training dataset and large amount 

of data. 

 

Figure 10. Training times (in seconds) of the four methods on two 
datasets. 
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V. CONCLUSION AND FUTURE WORK  

In this work, we compare the performance of two data 

resampling methods: SMOTE and DBN against two 

cost-sensitive learning methods: Focal Loss and Weighted 

Loss in churn prediction problem. The experimental 

results indicate that in this practical problem the method 

which concerns with handling the data imbalance proves 

to be more effective than the traditional one without 

handling the data imbalance. In both of the data 

resampling and cost-sensitive learning approaches, the 

latter approach, such as Focal Loss and Weighted Loss, is 

more effective than the data resampling approach, 

especially on the datasets with very small churn rates of 

the range [1%, 5%]. Fast training time of the two methods 

Focal Loss and Weighted Loss also imply their profound 

utility for practical application. As for comparing DBN 

with other methods, experimental results show that DBN’s 

performance is comparable with SMOTE despite of longer 

training time and difficulties in tuning parameters.  

In future, we intend to include the integration of focal 

loss and weighted loss method with some other efficient 

classification algorithms such as SVM, Random Forests 

[32], etc. To improve the generation of synthetic data, 

some data under-sampling techniques can be applied to 

select the appropriate samples for the training dataset.  
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