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Abstract—The present research is aimed to develop an 

optimal method for face recognition based on wavelet Gabor 

filtering,  feature  extraction,  and  Support  Vector  Machine 

(SVM) using the BU-3DFE database containing 3D face 

models. Process for working with 350 models corresponding 

to 50 persons, i.e. 10 models per person divided seven for 

training and three for testing. The proposed technique 

involves projecting the face models obtained from the 

BU-3DFE database to the three planes using Matlab 2015a 

functions, and then, treating them as 2D images for 

recognition. The aim of this work is to achieve efficient 3D 

facial recognition with acceptable performance. As a result, 

the highest obtained value was 97.3% for SVM (kernel 

cubical). The results obtained for the proposed approach 

were compared with those of other recent 3D facial 

recognition methods to evaluate the potential of the former. 

Contribution of the present research is to facilitate urban 

security through providing a more efficient way for 

recognition of people who threaten the peace and tranquility 

of society, public or private institution, etc. 

 

Index Terms—databases, support vector machine, facial 

recognition, Gabor, feature extraction 

 

I. INTRODUCTION 

A Facial Recognition System (FRS) is an application 

managed by an electronic system that is aimed to 

automatically identify a person using a digital device. 

Currently, several concepts related to facial recognition, 

such as handling [1], consider FRS as a process that, given 

one or more images of an unknown face selected from the 

range of faces registered in a database, returns the identity 

of the face in question with a greater degree of similarity or 

dissimilarity. Another related study presented in [2] 

considers facial recognition as a process of extracting 

characteristics that can be treated as local, global, and 

mixed. The key issue of facial recognition is related to the 

part of interaction between people and computers that in 

turn has become a separate discipline [3] referred to as 

Human Computer Interaction (HCI). It is aimed to 

investigate and address all aspects related to design and 

implementation of interfaces between humans and 

computers. 
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One of the most important classifiers used in RFS 

processes is the Support Vector Machine (SVM) 

introduced by Vapnik [4]. SVM is a pattern classifier that, 

given a set of classes, constructs a hyperplane or a set of 

hyperplanes to separate these classes into a very high (or 

even infinite) spatial dimensionality that can be used to 

solve classification or regression problems. SVM is 

employed efficiently as a training system for linear 

learning machines with many classification and regression 

applications, such as image classification, character 

recognition, protein detection, pattern classification, 

function identification, and others [5]. One of the way to 

perform facial recognition is to match characteristics of the 

image search with a trained classifier. With regard to this 

approach, numerous classification methods, such as deep 

neural networks, Bayesian classifier, and SVM, have been 

applied to identify faces [6]. 

SVM classification is performed by identifying a 

hyperplane that separates different classes. The hyperplane 

needs to be defined in such way to separate the maximum 

distance between the nearest sample (each class) and the 

hyperplane classes; this distance is denoted as margin [7]. 

Currently, there are a variety of available 3D databases. 

However, there is a deficiency associated with high 

economic cost of obtaining the access to these databases. 

Nevertheless, there are several laboratories that provide 

the access to similar databases for research purposes. One 

of them is the Department of Computer Science, 

Binghamton State University of New York [8] possessing 

the face image database BU-3DFE that has been employed 

in the present study. 

Facial recognition is a biometric method that has a wide 

range of applications in today's technological world, 

specifically, with regard to security. The process of facial 

recognition can be applied in many aspects of daily life, 

such as, for example, identifying a person who opens the 

cash register in an attempted robbery or in a small 

supermarket; and in an extreme case, it can be applied at 

ATMs for validation purposes instead of current ATM 

cards. Moreover, it can be applied on a smaller scale to the 

access systems used in companies, universities, etc. In 

addition, it can be used in various applications, such as 

recognition of friends in social networks, identification on 

a cell phone, computer, or tablet, granting access to ATMs, 

and others. On a large scale, it could be implemented at a 

side of police authorities to locate persons who have 
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committed serious damage to society, including such 

applications as passport control, street safety, stadiums, 

airports, etc. 

Currently, researchers seek to develop the systems to 

address problems of certain environment conditions, such 

as lighting, age, rotation, translation, depth, facial 

expressions, occlusions, hair, and others. Related studies 

also aim to determine the most effective technique for 

facial recognition based on the results of investigating the 

main research trends in this field. 

The present research is aimed to develop a 3D facial 

recognition tool using SVM, which has certain 

characteristics that are advantageous comparing to other 

popular classification techniques. The most notable 

differences between SVM and other similar algorithms are 

application of a new inductive principle, which seeks to 

minimize the structural risk, as well as the use of the central 

or core function to provide larger capacity for 

generalization, even when a training dataset is small. 

Another characteristic that is worth mentioning is that the 

concept of SVM belongs to machine learning or statistical 

learning disciplines, where the main idea is to make 

machines learn. 

The main contribution of the present research work is to 

facilitate urban security through introducing a more 

efficient application for recognition of people who threaten 

the peace and tranquility of society, public or private 

institution, etc. 

To sum up, in the present paper, we firstly present a new 

methodology, then we describe the setup for the conducted 

experiment and the obtained results together with the 

respective analysis. Finally, we make the conclusions on 

the results of the conducted experiment and comparison 

between the proposed method and alternative ones. 

II. METHODOLOGY 

In 3D facial recognition, we design a model divided into 

two stages: training and testing that start from selection of 

the same database to perform the validation process 

(recognition). The model is established according to the 

scheme presented in Fig. 1. 

 

Figure 1. The model established for global 3D facial recognition. 

A. Database 

It the present study, we work with the database 

BU-3DFE [8] containing 2500 image models, which 

correspond to 100 people, i.e. 25 models per person in 

*.wrl format with characteristics of face expression and 

gender. In the considered dataset, 56% of image models 

corresponded to men, and 46% to women, aged from 18 to 

70. A part of this database is presented in Fig. 2. 

 

Figure 2. Database BU-3DFE. 

In the present study, we identified a testing set of 50 

people, where each person had seven 3D face models for 

training and three ones for testing with different 

expressions, intensity levels, and gender, providing a total 

of 500 models. 

B. Projection of a Flat Face 

At the next step, using the projection algorithm applied 

to the planes available as an eigenfunction in Matlab 2015a 

[12]-[14], we projected each face model to the three planes 

(x-z), (y-z), and (z-x). A part of the obtained results is 

presented in Fig. 3. 

 

Figure 3. Projection of 3D model planes (x-z), (y-z), and (z-x). 
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C. Feature Extraction by Wavelet Gabor 

Feature extraction is applied to perform transformation 

of the original features to generate other more meaningful 

features [9]. So far, the most common way to analyze the 

periodic properties of textures to perform processing using 

the bank of special filters referred to as the Gabor filters, 

which are bandpass filters providing information on spatial 

frequencies related to images and their orientation. 

According to Mariñas [10], each spectra of a Gabor filter is 

defined by three parameters: 

1) The center frequency, which is highlighted if a 

texture has significant spatial frequency 

components. 

2) Scaling which is used to pass frequencies around 

the center frequency. 

3) Orientation, which implies that in the domain of 

images (two-dimensional), frequencies are defined 

as vectors with the magnitude and phase. For 

example, phases or orientations may be used to 

distinguish between horizontal and vertical stripes 

corresponding to the same frequency. 

According to Mariñas [10], to extract texture features 

from a bank, four filters are used being often spaced as 

possible to provide maximum coverage of the spectrum. 

These filters are represented in the frequency domain, and 

it can be seen how the bandwidth of each filter increases 

with frequency. Lower frequencies are not covered, 

because they do not express the sufficient amount of 

information about the image (only the average level of 

illumination). The feature extraction process involves 

filtering each image by each of the four filters and then, 

measuring each filter response to a particular image. In this 

method, the mean absolute deviation is calculated for each 

filtered image as per Equation (1): 
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where x is the average of the filtered image, M and N are 

dimensions, and f is calculated for each filtered image to 

provide four rotation invariant features. Similarly, Sujitha 

in [6] considers that Gabor wavelet can be successfully 

applied for feature extraction considering the properties of 

discrimination, such as scale and orientation. This process 

implies that the characteristics of the Gabor-collected faces 

are provided using the input grayscale. The spatial domain 

of the Gabor filter 2D Gaussian function is a core 

modulated by a sine wave. Gabor wavelet filters can be 

applied to various problems, such as detection and feature 

extraction, owing to their properties. 

The regular function of a two-dimensional Gabor 

wavelet can be described in the spatial frequency domain 

[6]. It is given as per Equation (2): 
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where σxy is standard deviation of the Gaussian coverage 

representing the extent of the spatial domain and the 

transmission capacity of the Gaussian filter. Parameters (u0, 

v0) characterize the spatial frequency of the sinusoidal 

curve, which is represented in two-dimensional 

coordinates as r0 and θ frequency radial orientation. It is 

defined as per Equation (3): 
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The density and angular discriminatory characteristics 

of Gabor wavelets are more accurate in their representation 

of a density range showing the amount by which the 

Gaussian filter changes each component density of an input 

image. In most applications, Gabor wavelets are used with 

five scales, U = 5, and eight orientations, V = 8, thereby 

providing a complete set of Gabor wavelets equal to 40 

[11]. Fig. 4 shows the magnitude corresponding to five 

scales, and the real parts obtained with five scales and eight 

orientations. 

 

Figure 4. The Gabor wavelet assembly of 40. (a) The magnitude of the 

five scales. (b) The real parts corresponding to the eight orientations and 

five scales. 

The revised algorithm is based on the selected Gabor 

wavelet to filter and extract features of the obtained 2D 

projections. This algorithm has been chosen, as it allows 

achieving good results, as outlined in several related 

studies.  

D. Vector Features 

Defining vector features implies the process in which all 

major features extracted at the previous step are stored in 

vectors. A portion of vector features is shown in Fig. 5. 

 

Figure 5. Vector characteristics obtained from the bank of Gabor filters. 

E. Classification 

Classification is applied to allocate different parts of the 

feature vector groups or classes based on the features 
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extracted at the previous steps. The process is performed 

both for training images (learning) and testing. In the 

present study, we employed SVM as a classifier using its 

kernels: linear, cubic, and Gaussian.  

F. Validation (Recognition) 

Validation was performed to check whether a test image 

corresponds to a particular class. This allowed concluding 

on whether the identification result was correct or 

misguided. 

III. RESULTS 

In the present study, the face recognition process was 

divided into the two parts: training and testing. Training 

was performed using the three projections of each model 

providing a total of 1050 projections per kernel. The 

proposed models were trained on these data providing 

different results for the linear, cubic, and Gaussian kernels 

as follows: 87.3%, 98.0%, and 94.3%, respectively. The 

corresponding results are presented in Fig. 6, Fig. 7, and 

Fig. 8, respectively. 

 

Figure 6. Linear kernel training with the rate of recognition of 87.3%. 

 

Figure 7. Cubic kernel training with the rate of recognition of 98%. 

 

Figure 8. Gaussian Kernel training with the rate of recognition of 94.2%. 

At the testing stage, as presented in Table I, the 

proposed approach was tested on 150 models for each 

kernel providing the following results: 130 correct 

estimates and 20 errors observed for the linear kernel, in 

addition to a total of 146 hits; five errors for the cubic 

kernel and a total of 135 hits, and 15 errors for the 

Gaussian kernel. Therefore, we conclude that using the 

cubic kernel is the most appropriate approach. The 

summary is presented in Table I. 

TABLE I.  RESULTS OBTAINED U BU-3DFE 
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Linear Kernel 15 38 63 84 105 130 

Cubic Kernel 21 46 71 96 121 146 

Gaussian Kernel 17 39 64 86 110 135 

 

Table I shows the ranges according to which the results 

are classified. It can be seen that in the range of 1-25, there 

are 15 linear hits, 21 successes, and 17 cubic Gaussian hits. 

In the range of 26-50, 38 linear hits, 46 successes, and 39 

cubic Gaussian hits are identified. In the range of 51-75, 

there are 63 linear hits, 71 successes, and 64 cubic 

Gaussian hits. We conclude that the most successful range 

is 126-150, in which the highest percentage of successful 

tests is observed.  

Table II provides the results of recognition represented 

as a percentage rate. It can be seen that using the cubic 

kernel allows achieving the accuracy of 97.3% 

corresponding to the greater accuracy obtained in the tests, 

90% with the Gaussian kernel, and a minimum of 86.7% 

with the linear kernel. 

TABLE II.  RECOGNITION RATE FOR DIFFERENT METHODS USING THE 

BU-3DFE DATABASE 
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Linear Kernel (%) 60.0 76.0 84.0 84.0 84.0 86.7 

Cubic Kernel (%) 84.0 92.0 94.7 96.0 96.8 97.3 

Gaussian Kernel (%) 68.0 78.0 85.3 86.0 88.0 90.0 

 

 

Figure 9. Percentage of classes with BDD recognition in the BU-3DFE 

database. 

Fig. 9 is presented to visualize the trend path curves, 

either constant or variable depending on the rate of 

recognition. According to the obtained results, at the 

beginning, the rate of recognition corresponding to the 

cubic kernel tends to drop, but after the first 50 images, it 

146© 2020 J. Adv. Inf. Technol.

Journal of Advances in Information Technology Vol. 11, No. 3, August 2020

SING THE DATA FROM THE 

DATABASE



 

 

 

  
 

    

    

   

    

    

    

   

   

    

   

  

 

 

 

 

 

 

 

  

 

 

 

 

    

 

147© 2020 J. Adv. Inf. Technol.

Journal of Advances in Information Technology Vol. 11, No. 3, August 2020 

levels off at approximately 97%. In turn, that of the linear 

kernel follows an ascending path during the interval of 

101-150 images, after that it levels off at approximately 

85%. 

The results of the conducted experiment were compared 

with those related to alternative approaches of 3D facial 

recognition. The comparison summary is presented in 

Table III. 

TABLE III.  COMPARISON BETWEEN THE RESULTS OBTAINED USING THE 

PROPOSED METHOD AND THOSE PRESENTED IN THE RELATED WORKS 

Methods Databases 
Rate of 

recognition 

Li et al. [15] BU-3DFE 94.56% 

Cai et al. [16] BU-3DFE 99.88% 

Derkach, Sukno [17] BU-3DFE 81.5% 

Hariri et al. [18] BU-3DFE 92.62% 

Hariri et al. [18] BOSPHORUS 86.17% 

Li et al. [19] BU-3DFE 93.9% 

Savran, Sankur [20] BOSPHORUS 96.8% 

Savran, Sankur [20] BU-3DFE 96.1% 

Shi et al. [21] CASIA-3D 94.0% 

ours proposed BU-3DFE 97.3% 

From the comparison of the results, it can be seen that 

the proposed method that included such steps as projecting 

faces using the model based on the BU-3DFE database to 

the three planes, then filtering and extracting 

characteristics to perform classification, demonstrated 

superior results comparing with most of the considered 

related works. However, it was surpassed by the approach 

proposed by Cai in [16] and based on the same database. 

According to the results obtained in the previous related 

studies, the researchers conclude that the data obtained 

from the 3D face image databases were of high importance 

for 3D facial recognition experiments. 

IV. CONCLUSIONS 

In recent years, 3D facial recognition has become more 

efficient and practical owing to the significant 

technological advancements, such as 3D high-resolution 

digital cameras that facilitate the process of person 

identification. Although there is a limited number of 

existing free 3D face image databases available for 

research purposes, it is believed that in the nearest future, 

many laboratories will grant open access for researchers to 

provide the basis for further investigation. In the present 

study, we achieved to obtain the remarkably good results. 

We observed that the proposed 3D models based on the 

images obtained from the BU-3DFE database achieved the 

rate of recognition of 97.3%. In the present treatise related 

to usage of 3D images, we would like to outline that 3D 

face image quality no longer depends on lighting. This 

observation was undoubtedly important in terms of its 

influence on the final results. 

Finally, we compared the obtained results with those 

presented in other related works published in recent years, 

as presented in Table III. We found that the proposed 

approach is surpassed by the method developed by Cai in 

[16] that reaches the rate of recognition of 99.88% working 

with the same BU-3DFE database. However, the proposed 

method outperformed several other alternative approaches 

based on the same database achieving the rate of 

recognition of 97.3%. It should be noted that the proposed 

method has several limitations, such as the processing time 

of face projecting to the three planes and the extraction 

time of the obtained projection characteristics. 
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