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Abstract—In recent years, there is a growing trend of internetization, which is a relatively new word for our global economy that aims to connect each market sector (or even devices) by using the worldwide network architecture as the Internet. Although this connectivity enables excellent opportunities in the marketplace, it results in many security vulnerabilities for admins of the computer networks. Firewalls and Antivirus systems are preferred as the first line of defense mechanism; they are not sufficient to protect the systems from all types of attacks. Intrusion Detection Systems (IDSs), which can train themselves and improve their knowledge base, can be used as an extra line of the defense mechanism of the network. Due to its dynamic structure, IDSs are one of the most preferred solution models to protect the networks against attacks. Traditionally, standard machine learning methods are preferred for training the system. However, in recent years, there is a growing trend to transfer these standard machine learning based systems to the deep learning models. Therefore, in this paper, IDSs with four different deep learning models are proposed, and their performance is compared. The experimental results showed that proposed models result in very high and acceptable accuracy rates with KDD Cup 99 Dataset.
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To protect the networks and assets of a company is the priority task of the security admins of the system. Any security breach or loss of data can cause drastic consequences. These consequences might lead to compromise of personal data, violation of laws and regulations, loss of money and also reputation. Therefore, the security of networks is one of the hot research areas in the world. On the other hand, securing the systems and data has become a challenging issue. Attacks are becoming more and more complex as methods and knowledge about previous attacks and vulnerabilities spread. Easy access to information makes individuals able to use different types of tools to exploit vulnerabilities without expertise. Therefore, it has become easier for attackers to intrude on systems.

Mainly firewalls are accepted as the first line of defense of the computer networks. Although it protects the system from outside attacks, it has a vulnerability about inside ones. Therefore, additional security mechanisms are also needed [1], [2]. In this point, Intrusion Detection Systems (IDSs) which try to detect the attacks not only from the outside of the company but also inside, are taken into consideration. In the literature, there are many different implementations of the IDS systems. According to their detection approach, IDSs can be classified in two different categories as Signature-based and Anomaly-based IDSs. In the former one, the system can detect intrusion according to the signature of the attack messages. Therefore, it needs to use a database that is required in order to be updated periodically. Although there is an excellent runtime efficiency for the detection process, these systems are vulnerable, especially zero-day attack which is not encountered previously.

Mainly firewalls are accepted as the first line of defense of the computer networks. Although it protects the system from outside attacks, it has a vulnerability about inside ones. Therefore, additional security mechanisms are also needed [1], [2]. In this point, Intrusion Detection Systems (IDSs) which try to detect the attacks not only from the outside of the company but also inside, are taken into consideration. In the literature, there are many different implementations of the IDS systems. According to their detection approach, IDSs can be classified in two different categories as Signature-based and Anomaly-based IDSs. In the former one, the system can detect intrusion according to the signature of the attack messages. Therefore, it needs to use a database that is required in order to be updated periodically. Although there is an excellent runtime efficiency for the detection process, these systems are vulnerable, especially zero-day attack which is not encountered previously.

To overcome this deficiency, anomaly-based systems, which firstly defines the regular message traffic and then identify the abnormal ones, are implemented. These systems mainly implemented with a learning mechanism to identify regular messages. Due to its dynamics, Anomaly-based IDSs are mostly preferred. Generally, traditional machine learning approaches are used for training the system. However, with the improvement in computers’ hardware and parallel implementation technologies, it is a relatively easy task to process big
data by using a new learning mechanism named Deep Learning. In this paper, we have implemented Intrusion Detection Systems by using four different Deep Learning Approaches in a comparative study. We used a worldwide known and accessible dataset, KDDCup99, to test our proposed system. In the ongoing sections, we detailed the experimental results with the used parameters. These results showed that Deep Learning Methods could produce excellent accuracy rates, especially with the use of GPU architecture.

The rest of the paper is organized as follows: In the next section, some background knowledge in explained as Deep Learning and CUDA/GPU architecture. In Section III, related works on the topics are presented. The detailed of the prosed systems and Experimental results of the proposed methods are detailed in Section IV and Section V, respectively. Finally, conclusions and future works are drawn.

II. BACKGROUND

A. Deep Learning

We can think of Deep learning as a more advanced version of the concept of machine learning. Deep learning is an approach used in the machine's perception and understanding of the world [3]. Deep learning architecture has been used in many subjects ranging from intrusion detection to Self-driving cars or cancer research without doctors. Targeted with deep learning is to prepare the necessary basis for the computer model to be able to do this editing instead of laying down a software step by step. In this way, the computer model in the face of alternative scenarios will be able to produce solutions through deep learning. While the scenarios that a programmer can create in the software stage of a system are limited; there are numerous solutions that deep learning structures can offer. Deep learning is an approach inspired by neural networks, a part of the human nervous system. In the deep network model, there are many interdependent artificial neurons in the complex order, and each neuron encodes a representation of the raw data at different abstraction levels within this structure consisting of multiple process layers.

B. Comparison of Machine Learning vs. Deep Learning

We use machine learning to parse data, learn from data, and make decisions based on what we have learned. Deep Learning is basically used to create an artificial neural network that can make intelligent decisions on its own. Deep learning is a subfield of machine learning. The main difference between the two algorithms is performance. When the number of data is low, deep learning algorithms do not perform well. Deep learning algorithms need large amounts of data to work well. In contrast, machine learning can give better results with fewer data.

To summarize for the problems involving big data, Deep Learning is the best solution, and for the issues with less data Machine Learning can give us the best solutions [4]. Also, the other notable difference between the two learning methods is time. In studies involving extensive data, machine learning is working more slowly, and deep learning gives much faster results. For these reasons, we chose to use a Deep Learning structure while developing our system. After the pre-processing of the dataset is completed, deep learning models are implemented to the selected dataset for intrusion detection. Four different deep learning architectures have been used for the research of the best accuracy that can be obtained with the KDD 99 dataset. The following are implementations of deep learning models: Deep Neural Networks, Recurrent Neural Network (RNN), Long Short-Term Memory (LSTM), Convolutional Neural Network, Bidirectional RNN, Bidirectional-LSTM, Gated Recurrent Unit, Generative Adversarial Network.

However, the primary advantage of the deep learning especially fits with big data concepts. Therefore, used models are directly related with data size and used application area.

C. Cuda

Cuda (Compute Unified Device Architecture), which is developed by Nvidia, is a parallel programming platform that makes a significant contribution to the computing performance of the computer. It can be defined as a system that allows written algorithms (programs) to work on the GPU (Graphics Processing Unit). It supports most of the popular programming languages such as C, C #, Java, and Python.

Since parallel programming requires more than one processor to work together, several problems arise. Complex software is necessary for many processors to be used together. CUDA eliminates these difficulties because it creates parallelism within it. Image processing, medical imaging, machine learning, mathematical operations, and many different processes can be done with a GPU used in CUDA [5].

III. RELATED WORK

In this section, we first investigated the old studies on Intrusion detection on different electronic databases such as IEEE, Springer, and Research Gate. We selected about 20 articles that are relevant to our topic, and we did research on them. These articles we have worked on intrusion detection in different ways. Through these studies, we examined the existing types, techniques, and different architectures. In the final stage, we have continued our work in order to advance our project in a better direction by identifying the difficulties and problems in the current studies.

Karatas et al. explained the advantages and approaches to the use of DL for the solution of the IDS problem in [6]. In machine learning models the used parameters and also activation functions have important roles. In [7] authors investigate these parameters with different tests. Similarly, the effect of the used mechanism depending on the number of layers is discussed in [8] with a deep neural network approach. Yin et al. developed a model to detect four different types of attack these are User to Root
Intrusion detection systems suffer from the following problems in general.

1) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

2) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

3) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

4) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

5) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

6) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

7) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

8) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

9) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

10) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

11) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

12) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

13) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

14) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

15) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

16) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

17) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

18) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

19) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

20) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

21) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

22) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

23) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

24) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

25) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

26) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

27) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

28) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

29) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

30) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

31) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

32) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

33) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

34) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

35) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

36) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

37) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

38) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

39) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.

40) Intrusion detection systems use system resources continuously. The system monitors even if there is no malicious activity. This can lead to a significant load on the system.
no intrusion because the components of the Intrusion detection system should always be active. This is a resource usage problem.

2) The data used by Intrusion detection systems are obtained from packages in the network. The data must pass a long path from the mainstream to the Intrusion Detection System, and the packet can be changed or destroyed by a potential attacker.

3) An intrusion detection system is applied as a separate program, and therefore, it is sensitive to external interference. The potential attacker can interfere or disable the program which runs in the system. This is a problem of reliability.

4) Overfitting problems are encountered in developed Deep Learning models. This occurs because the model memorizes the training data set and causes this model to fail against the newly acquired data (low accuracy).

5) Some developed Deep Learning models have time problems. This is a massive problem for intrusion detection systems. Because the incoming attack should be identified as quickly as possible, and precautions should be taken against it.

IV. PROPOSED SYSTEM

In this study, we propose an intrusion detection system with deep learning by using the KDD CUP 99 dataset. The main idea of using deep learning for intrusion detection system is to achieve an effective system for preventing attacks with signatures similar to anomalies without the need for human expertise set of rules to follow.

A. Dataset

KDD CUP 99 dataset is one of the most widely used datasets for intrusion detection systems and derived from DARPA 98 intrusion detection evaluation dataset. KDD CUP 99 dataset contains malicious activities simulated in a military network environment. Malicious activities included in the dataset are classified into four categories, which are Denial of Service Attack (DoS), User to Root Attack (U2R), Remote to Local Attack (R2L), Probing Attack. KDD CUP 99 dataset features can be examined under 2 categories: Basic Features Traffic Features “Same Host” Features and “Same Service” Features. Since KDD CUP 99 is derived from DARPA 98, issues existing in this dataset is also present in KDD CUP 99, and there are also other problems discussed regarding KDD CUP 99 dataset some of which are irregularities, paper content being out of date, meaningless, false positive results and redundant records [16].

B. Data Preprocessing

Data pre-processing was performed to handle the KDD CUP 99 dataset to be compatible with deep learning models. In the dataset ‘protocol_type,’ ‘service,’ ‘flag’ and ‘label’ are not in the numerical form. These values were digitized during the pre-processing phase. The ‘protocol_type’ property has 3 different values in the dataset, namely ‘icmp’, ‘tcp’ and ‘udp’, which were digitized 0, 1, 2 respectively. In the dataset ‘service’ feature is 66, and the flag feature has 11 different values. The values of these properties were numbered, starting from 0 up to the amount they were found. Finally, there are a total of 23 values for the ‘label’; attack classifications are digitized from 0 to 22.

C. Programming Environment

For the implementation of the intrusion detection system, various tools and technologies have been used. Python programming language is used for both dataset pre-processing and building of deep learning models for intrusion detection because of the rich selection of libraries available. Python-specific Integrated Development Environments (IDE) used during the study are PyCharm and Spyder IDE. For the execution of developed codes on GPU using CUDA, Python 3.6 Shell and Command Prompt are also used.

As stated, Python programming language has a wide range of libraries for machine learning, deep learning, computation, and data structures. TensorFlow, Keras libraries are used to build and train deep learning models. We mainly use Keras because Keras is user-friendly, modular, easy to expand, and most importantly, created to work with python. Neural layers, optimizers, cost functions, regularization schemas are independent modules that we use to develop new models [17]. Models are defined directly in python code; there is no separate model configuration.

The primary reasons why we prefer Keras are primarily due to the principles of user-friendliness, multi-explanatory, and has documentation of very high standards. Beyond the ease of learning and the ease of model creation, Keras has a wide range of applications, integration with five different back-end engines (Theano, Tensorflow, CNTK, PlaidML, and MXNet) and strong support for multiple GPUs and distributed training. It is also supported by companies like Amazon, Apple, Nvidia, Uber, and Google. In addition, libraries such as NumPy, pandas, scikit-learn, and Matplotlib are utilized. memory.

For the proposed system, CNN-LSTM, Bidirectional RNN, Bidirectional LSTM, and GRU deep learning hybrid architectures have experimented on the dataset, and we aimed to create a successful intrusion detection system by using hybrid structures.

D. Deep Learning

The primary purpose of this part is giving a general overview of Deep Learning. Firstly, this part provides general information about the Bidirectional Recurrent Neural Network (BiRNN), Bidirectional Long-Short-Term Memory network (BiLSTM), convolutional - Long - Short - Term memory network (CNN-LSTM) and Gated Recurrent Unit (GRU).

BiRNN: In order to fully understand the structure of the Bidirectional Recurrent Neural Network (BiRNN), we will first look at the Recurrent Neural Network (RNN) structure. RNN is used to understand the structure of the input sets that come with a particular order in a time-dependent situation and to produce the output [18]. The data that is used as the output in the previous process is
used as the input of the next process. A recurrent neural network is different from deep neural network techniques based on a feed-forward neural network. Because the data in the feed-forward neural network are processed forward and the data is not returned. The recurrent neural network must contain a memory in order to provide dependency between outputs in previous processes and input of the next process. Although RNN is thought that long-term dependencies are achieved theoretically, practically RNN presents limited achievement. Another drawback of RNN is the Vanishing Gradient problem. Since all layers and time-dependent steps have connected each other by multiplying, their derivatives are faced with the danger of extinction or rise. This is called Vanishing Gradient Problem.

Bidirectional recurrent neural networks connect two hidden layers running with opposite directions to one output, permitting them to receive data from each past and future situation. This technique is mostly used in supervised learning because it is difficult to calculate reliable probabilistic models in unsupervised learning models [19].

BiLSTM: LSTM that is a new type of RNN, was developed in order to solve Vanishing-Gradient problem and deal with long-term dependencies due to short-term memory. Unlike the RNN, LSTM contains cells that are called memory. There are also gates that are connected to each other in a particular way within the LSTM. These gates are known as Input Gate, Forget Gate, and Output Gate that result in a value between 0 and 1. According to the result, it becomes clear that what will happen to the data, whether the data will forget, select, or collect. The data sets that come in a time-dependent situation combined with the memory that contains the previous data and produces new output that is stored into the memory [20], [21].

Bidirectional LSTM runs your inputs in 2 ways that, from past to future and from future to past. With this approach, bidirectional LSTM runs backward and preserve the information from the future. Also, Bidirectional LSTM using two hidden states that combined with each other, with the combined states, the model will able to preserve information from the past and the future.

CNN-LSTM: We have examined the LSTM architecture in the CNN-LSTM hybrid structure, and we will first investigate the CNN structure and then the hybrid structure. Convolutional neural networks (also known as CNN or CovNet) is a concept that has emerged by modifying traditional neural networks. Such systems are a kind of deep or profound learning neural networks due to the wide and deep structure [22]. Convolutional neural networks are very popular nowadays due to their great success in the classification of picture-based objects.

In an image processing with CNN, all pixels must be transferred to the neural network to classify or recognize a picture with traditional neural networks. In convolutional networks, at first, some patterns are tried to be detected on the picture, and then these patterns are transferred to the neural network. This way model can achieve more successful results with fewer complex formations. For example, when we want to categorize the pictures as cat or non-cat. In general, the ear, mouth, and tail shapes of the cats are extracted from known cat pictures then these shapes are searched as if they exist in the new images. In convolutional networks, these shapes are called filters. Thus, we will classify the images that contain these patterns as cats and those that do not. Convolutions is the first layer for the extract features from the input; Convolution detects the relationship between pixels by learning small parts of the input. Also, the Pooling layers reduce the size of the parameters when the inputs are too large. In the Fully Connected part, we flatten our input matrix into a vector. Then we feed our vector into a fully connected layer as a neural network [23].

CNN-LSTM neural networks are composed of CNN and LSTM layers. CNN-LSTM architecture makes use of CNN layers for feature extraction in order to select useful features on input data, and LSTM layers are used for their ability to cope with sequential data. This architecture is specially designed for the need for predicting sequence problems with spatial inputs like images or videos. CNN-LSTM architecture can be implemented for various issues like speech recognition, image processing, natural language processing, and language translation.

GRU: Gated Recurrent Unit was developed to solve the vanishing gradient problem in RNN in 2014. GRU is a variance of LSTM in terms of the design and produced accuracy. In some cases, GRU is separated from LSTM. For example, the LSTM has three gates, while GRU has two gates: the reset gate and the update gate. The Update gate acts as a forget and input gate in the LSTM model. Decides which information is to be kept and which data is to be thrown away. The reset gate is another gate for determining how much of the past data is forgot [24].

V. EXPERIMENTAL RESULTS

The execution of deep learning models is performed using a single computer. Operations with datasets are executed on a computer with specifications stated in Table I. We have used KDD’99 multiclass dataset for obtaining the result of accuracy and learning time in Table II. Models were trained and then tested by four different deep learning architectures mentioned in this study with the train and test dataset that are part of the dataset with 494,021 samples and split with the percentage of 80 and 20 respectively which corresponds to 395,217 samples for a train set and 98,804 samples for the test set. Bidirectional RNN, Bidirectional LSTM, CNN-LSTM, and GRU models have 2 layers. We chose batch size as 1,000 and epoch as 100 for all the models of deep learning architectures. These models are executed on GPU.

The architecture with the best accuracy was Bidirectional LSTM with a value of 0.9993, as can be seen from Table II. Accuracy and loss graphs of models can be seen in Fig. 1-Fig. 4.
TABLE I. COMPUTER SPECIFICATIONS

<table>
<thead>
<tr>
<th>Component</th>
<th>Component Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
<td>Intel(R) Core (TM)i7-8700 CPU @ 3.20GHz</td>
</tr>
<tr>
<td>RAM</td>
<td>8 GB RAM</td>
</tr>
<tr>
<td>Graphics Card</td>
<td>NVIDIA GeForce GTX 1080 Ti 11 GB GDDR5X, 11GHz, 1582 MHz, 3584 CUDA Cores</td>
</tr>
<tr>
<td>Operation System</td>
<td>Windows 10 Pro 64 bit</td>
</tr>
</tbody>
</table>

TABLE II. ACCURACY AND LEARNING TIME OF THE MODELS

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BiRNN</td>
<td>99.92</td>
<td>244.09</td>
</tr>
<tr>
<td>BiLSTM</td>
<td>99.90</td>
<td>529.10</td>
</tr>
<tr>
<td>GRU</td>
<td>99.71</td>
<td>215.81</td>
</tr>
<tr>
<td>CNN-LSTM</td>
<td>99.87</td>
<td>1127.11</td>
</tr>
</tbody>
</table>

In Bidirectional Recurrent Neural Network, we use two Bidirectional layers and one output dense layer. Inside the first Bidirectional layer, we create a Simple Recurrent Neural Network (RNN) with 128 nodes; for the activation layer, we use Rectified Linear Units (RELU) and the finally we give return sequences parameter a true value. Also, for the Bidirectional layer, we assign the input shape parameter to (1, 82). After the first hidden Bidirectional layer, we create a dropout with a rate of 0.3. In the second hidden Bidirectional layer, we create the layer with 64 nodes, for the activation layer, we use RELU and return sequences parameter is set to false. After that, we add an output dense with 10 node size, and for the output node, we use the Softmax activation function.

In the Bidirectional Long Short-Term Memory (LSTM) we use two hidden Bidirectional layers and one output dense layer. For the first Bidirectional layer, we create an LSTM layer with 128 nodes; for the activation layer, we use RELU, return sequences parameter is set to True, and recurrent_dropout is set to 0.5. Also, for the Bidirectional layer, we assign the input shape parameter to (1, 82). After the first layer, we add a dropout with a rate of 0.3. Secondly, we create a second hidden Bidirectional RNN layer with the 64 nodes; for the activation layer, we use RELU, return sequences parameter is set to False this time, and recurrent_dropout is set to 0.5. Finally, we add an output dense with 10 node size, and for the output node, we use the Softmax activation function.

We aimed to design a GRU model with sequential layers. We've added two fully connected hidden layers, where all inputs and outputs are connected to each other and one output dense layer.

The first layer's input corresponds to the features list number of the data set. The number of units of the first two hidden layers that correspond to the number of output is 128, 64 respectively, and the RELU activation function for these layers. In order to prevent the overfitting problem, one dropout function is added at a rate of 0.3 in the between the first two layers. The return sequence value of the first layer is set. True and second layer's Return_sequences value is false. The output dense layer's number of units is 10. because the number of outputs of the data set is 10. The activation function of the output layer is Softmax.
After the necessary functions have been defined, and the hyperparameters are set, the GRU model is compiled. Two parameters are used for compile function: Optimizer and Loss. We chose categorical_crossentropy for the loss function, Adam algorithm for the optimizer. Then the model is given data to train. This training is performed by renewing the data set 100 times and running the optimization algorithm in the form of 1,000 samples of mini-batches. At the same time, the GRU model is trained by using 80 percent of the dataset and test it with the remaining 20 percent.

During the implementation of Convolutional Neural Network - Long-Short Term Memory (CNN-LSTM), a sequential model with one 1D Convolution layer, one Max Pooling layer and one LSTM layer is used. As an input to the first layer, which is one-dimensional convolution layer, input length with the number of features in the dataset is passed, which is 82. The first layer contains 128 filters with kernel size 3 and activation function set as RELU. The first layer, which is the Max Pooling layer that reduces the dimensions of the data, has pool length 2. The second layer, which is the LSTM layer, contains 64 nodes. Between the first layer and second layer, dropout with rate 0.3 is applied to the input to drop out units for preventing overfitting. A number of nodes in the output layer of the model are equal to the number of classes that can be obtained in the dataset, which is 10. The activation function of the output layer is set as Softmax.

After the model is created, configurations for the learning process have been arranged. The optimizer is set as Adam and the loss function is set as Categorical Cross-Entropy. After the configuration process, the model is trained by iterating on the data in batches of 1,000 samples with a number of epochs set as 100. The model is trained with 80% of the dataset as training data, and the rest is used for the test dataset.

The run time efficiency of the proposed system is obtained by sending 15, 50, 100 and 1000 sample data to the learned models in order to analyze the time. To estimate the incoming attack classes of the deep learning models are shown in Table III.

<table>
<thead>
<tr>
<th>Model</th>
<th>Time (milliseconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>15 samples</td>
</tr>
<tr>
<td>BiRNN</td>
<td>2</td>
</tr>
<tr>
<td>BiLSTM</td>
<td>3</td>
</tr>
<tr>
<td>CNN-LSTM</td>
<td>9</td>
</tr>
<tr>
<td>GRU</td>
<td>1</td>
</tr>
</tbody>
</table>

VI. CONCLUSION AND FUTURE WORK

In this article, we have introduced and implemented an Intrusion Detection System using different deep learning algorithms. The primary purpose of the system is to effectively detect network attacks by using deep learning. We used the KDD CUP 99 dataset to measure and implement the performance of the system and achieved a reasonable detection rate. Firstly, we took a part of our system and ran it on four different deep learning models. At the same time, we have examined other studies on parameters for our algorithms and applied them to our system. After running our models on test datasets, we used the best results for our original datasets and made the necessary measurements.

In the future, we are going to apply our models to real systems. Also, we will make practical analyses and mitigate the problems that can be faced. Additionally, some new approaches like use of clustering can be applicable to reach the better results [25].
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