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Abstract—In this study, a new sentiment analysis model of 

online-shopping reviews based on hidden Markov model 

has been proposed. Both the influence of the latest two 

comments and the most popular comment from the 

Amazon Japan review page are taken into consideration. 

The supervised training method is used to train this model, 

and then the model is optimized by using a variation of 

genetic algorithm. The performance is evaluated through 

an experiment of sentiment classification of online-shopping 

reviews of Amazon Japan’s tea category comparing to other 

methods from previous ones such as Support Vector 

Machine, Logistic Regression with built-in cross-validation 

and so on. The result shows that the adapted hidden 

Markov model has the highest f1 score among the other 

baseline methods. 

 

Index Terms—HMM, 2 dimensional HMM, machine 

learning, sentiment analysis, online review 

 

I. INTRODUCTION 

With the development of the Internet, people are used 

to online shopping. After these online shopping 

behaviors, consumers are likely to leave their precious 

comments on the webpage, to express their sentiments 

about the shopping experience. For the owners of the 

online shops, they can improve their products and service 

through reviews. On the other hand, the online shopping 

reviews are most helpful for the latent consumers to 

decide whether to buy the product or not. 

Sentiment analysis is a method to recognize the 

sentiment behind a text, a voice clip and so on. It can be 

applied to help the understanding of the sentiment behind 

the online shopping reviews. There are two directions in 

the sentiment analysis field. The first direction is exerting 

dictionaries to analyze text sentiment. The most 

important feature of dictionary-based text sentiment 

analysis is that the dictionary contains the word of the 

analyzed article. This feature can help dictionary-based 

text sentiment analysis to quickly and accurately 

recognize the text sentiment. This feature, however, is 

also the drawback of this direction. Some internet words 

constantly used in the review text, such as “LOL”, “w”
1
 

[1] are not included in the dictionary due to their fast 

change rate. Therefore, those types of new internet words 

cannot be precisely recognized.  

                                                 
Manuscript received November 4, 2017; revised May 3, 2018. 

1 “w” means laugh in Japan, because it looks like a smiley mouth. 

Another direction of sentiment analysis field is using 

machine learning. Generally, the bigger the training data 

set, the higher the accuracy of the result. Nonetheless, in 

most review sites of commercial products, each product 

has limited comments, putting a constraint on the size of 

the data set. Methods like Neural Networks (NNs) cannot 

be conducted due to the small data size. Meanwhile, 

because of the complexity of neutral network structure, 

explaining the trained NN models has become a difficult 

task. Imaging the situation that NN classifies a patient to 

the class who already have cancer, but the reason why 

NN classifies that patient to the cancer class has not yet 

been explained completely. It can then be found that the 

accurate classification is not helpful, since a result 

whether the patient has the cancer or not cannot help the 

doctor to decide the therapeutic method. Although NNs 

can conduct notable achievements in some tasks, lack of 

explainablility makes the result untrustworthy depending 

on certain cases. 

II. LITERATURE REVIEW 

As has been mentioned in the introduction, the 

sentiment analysis has two directions, which are 

dictionary-based field and machine learning field. In the 

direction of dictionary-based, the essential process starts 

by dividing the text into single words, and then building 

a dictionary containing the information of dependency 

relationship, text construction and sentimental words. 

Finally, the sentiment score is calculated. For instance, 

the study of [2] uses about 1,7000 pieces of news to 

compute the sentiment score. Similarly, the method of [3] 

also uses news data to calculate the sentiment score while 

the influence of adverbs of degree, negation or 

affirmation of the sentence and tenses of sentences are 

taken into consideration to compute the sentiment score 

of sentence. 

Using machine learning method is another direction of 

sentiment analysis. In this direction, the typical process is 

to first divide the text into single words, and uses some 

methods converting the words to the word vectors such 

as tf-idf, word2vec and so on. Then the main procedure 

is to train the machine learning model and eventually use 

the trained model to classify the text to each sentiment 

category. For instance, [4] uses a model comprising of 

both unsupervised and supervised method to learn word 

vectors, and thus able to catch semantic term document 

information and recognize sentiment content. The paper 
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of [5] is an empirical study looking into the text-based 

sentiment prediction problem supported by supervised 

machine learning. 

With the boom of deep learning, some sentiment 

analysis method has emerged using deep leaning to 

improve the accuracy of classification. The paper [6] is a 

typical representative of this method using deep learning 

techniques to overcome the limits that many feature 

selection methods focuses on only linear relationships 

between features. Kim, Lee and Provost use multimodal 

data to capture complex non-linear feature interactions. 

Meanwhile, some creative methods which neither belong 

to the direction of dictionary-based nor the direction of 

machine learning are applied to sentiment analysis. As a 

representative paper of this field, [7] takes a simple web 

co-occurrence approach combining the frequency count 

information of search engines to calculate sentiment 

score. 

In this paper, after the essential steps of sentiment 

analysis in machine learning field, an adapted hidden 

Markov model is proposed. Since one of the features of 

reviews is that it contains the sentiment of customers 

about the product or service they have spent money on. 

Thus, comment writers should have some sentiment al 

sentiments about the product or service. From this 

perspective, the hidden Markov model fits the goal of 

this paper. 

III. HIDDEN MARKOV MODEL 

Hidden Markov model (HMM) is a statistical model in 

which the dynamic system being modeled is assumed to 

be a Markov process with unobserved states [8]. HMM 

uses three parameters to describe the relationship 

between observation series and unobservation (hidden) 

series, which are called transition matrix ( ), emission 

matrix ( ) and start matrix ( ). Fig. 1 shows a simple 

HMM. Using three parameters, HMM can generate the 

maximized posterior probability of hidden series from 

observation series. 

 

 
Figure 1. A simple Hidden Markov model. 

Sentiment analysis using HMM is usually 1 

dimensional HMM (1dHMM), which is the classical 

HMM. 1dHMM is the model that present hidden status 

only influenced by previous hidden states. Similarly, the 

observation states are the output of the present hidden 

states. 1dHMMs are widely used in the fields such as 

HMM-based speech sentiment recognition [9] and 

speaker characteristics recognition [10]. Nevertheless, 

research about analysis on reviews using HMM is 

relatively limited. 

Parameters of HMM are defined as follows: 

 (1) 

  

 (2) 

 is an element from the matrix  showing the 

probability that at time , the hidden state is 

, under the condition of hidden state .  

is the number of categories of sentiments. 

 (3) 

  

 (4) 

 represents the probability that under the condition 

of hidden state , the observation phenomenon is 

. Whereas  means the number of observation 

states. 

 (5) 

 (6) 

 refers to the probability of hidden state when 

the time is . 

Because the transition of the hidden states is only 

influenced by the previous hidden states, the 1dHMM 

model generates relative simple model. However, in 

reality, the transition of hidden states is more complex. 

Therefore, a transition matrix to flexibly describe the 

transitional relationships is required. 

 
Figure 2. Amazon Japan review page layout. When customers click the 

“write a customer review” button, they will be unconsciously 

influenced by top customer reviews and most recent customer reviews. 

IV. 2 DIMENSIONAL HIDDEN MARKOV MODEL 

2 dimensional HMM (2dHMM) is an expanded HMM, 

in which the current unseen state is generated by states of 

two times before the current hidden state, and the 

observation state is an output of the current unseen state. 

In this study, data from Amazon Japan is used and its 

webpage layout has an impact on potential shoppers’ 

behaviors. From human reading webpage behaviors [11] 

and the Amazon Japan review page layout, which is 

shown as Fig. 2, it is assumed that when customers click 

the button to write a customer review, they will 

unconsciously read the top and the latest two comments. 

Journal of Advances in Information Technology Vol. 9, No. 2, May 2018

© 2018 J. Adv. Inf. Technol. 34



Thus, 2dHMM have been adapted accordingly. This 

study assumed that observation state is not only an 

output of current and previous unseen state but also the 

top rated unseen state. Fig. 3 illustrates this process. A 

higher dimension HMM can be applied to commercial 

Web pages in general, because customers view various 

information such as advertisements, list of products, and 

link to other services. 

 
Figure 3. 2dHMM which considers the influence of the top comment 

and the latest two comments. In the hidden layer, each circle represents 

review’s cluster number according to the clusters obtained by the 

review vectors. In the Observation layer, each circle represents the 
review’s sentiment label. The order of reviews reflects the time stream 

 

Flow chart of this 2dHMM model shows the process 

of this model how to work. Starting with the training 

stage, the initial parameter matrices are smoothened. The 

parameter matrices then enter the optimization stage, 

where several other steps are performed as detailed in Fig. 

4. 

 
Figure 4. Flow chart of the adapted 2dHMM. 

A. Initial Parameter Matrices 

Similar to 1dHMM, the 2dHMM also has three 

parameters ,  and . The definitions are as follows: 

 (7) 

  

 (8) 

 is an element from the matrix  showing the 

probability that at time , the hidden state is 

, under the condition of hidden state  

and . 

 

 (9) 

 
 

 

 
 

 (10) 

 represents the emission probability generated by 

the latest two hidden states and influenced by the top 

comment.  is the factor influencing the top comment. A 

simple reason why  cannot take 1 is that when  takes 

1 the structure of this adapted 2dHMM does not follow 

the Markov process. 

 
(11) 

  

 (12) 

The start probability  refers to the probability of the 

unseen state series started by  and . 

Since the parameters of 2dHMM are difficult to 

directly obtain, and due to the low efficiency of Baum-

Welch algorithm, this study uses supervised training 

method to obtain the parameters ,  and . The 

parameters ,  and  are basically (i.e., before 

introducing the smoothing in B below) obtained by 

replacing  in Eq. (8), (10), and (12) with   in Eq. (13) 

and (14). 

 

(13) 

 
(14) 

where  means the number of “ ” and  is the 

length of input series. 

B. Smoothing Parameter Matrices 

According to the training data set, some gaps may 

appear in the parameters matrices ,  and . These 

gaps may cause unpredictable problems. As the result, 

smoothing factor  is added to smooth the matrix. After 

this process, the robustness of 2dHMM is improved. 

After smoothing, parameter matrices ,  and  are 

rewritten as follows: 

 
 

  

 (15) 

 
 

  

  

 (16) 
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 (17) 

This smoothing method follow Brants’ method [12] to 

calculate smoothing factors , , , where , 

 and  

C. Optimization 

After the process A and B, a variation of genetic 

algorithm called GA-EO [13] is used to optimize the 

structure of 2dHMM. Due to the high local searching 

ability, this method allows 2dHMM to find optimized 

parameters around parameters ,  and  in the post-

training process. 

i. GA process 

a) Fitness function 

This study uses the fitness function defined by 

Won, Prügel-Bennett and Krogh [14], which is 

shown as follows, to evaluate each individual’s 

fitness score. 

b) Selection 

This study uses the roulette wheel selection 

method to select individuals. The better the 

individuals are, the more chances to be selected they 

have. This method gives weaker individuals a 

chance that they may survive the selection process 

and prove their useful of some component by 

following the crossover processing. 

c) Crossover 

This study uses the single-point crossover method 

to generate new individuals. The crossover point will 

be randomly chosen. 

d) Mutation 

This study uses boundary method to replace the 

genome with either lower or upper bound randomly. 

The change position will be randomly decided. The 

mutation scale will be randomly selected from 1% to 

5% length of genome. 

ii. EO process 

After GA process [13] above, individuals are 

ranked according to the fitness function. The 

smallest fitness individual , which has a fitness 

score of , will be chosen. Dividing individual ’s 

genome into  slices,  represents the -th slice of 

the individual . A new individual  will be 

generated after randomly changing . The new 

individual  will then be rated by the fitness 

function, and the fitness score is marked as . If 

, the change of  is canceled. Otherwise, 

the change of  will be preserved. The EO process 

will enhance GA local optimized ability. 

V. EXPERIMENT 

For the purpose of this paper, all of the reviews of tea 

from Amazon Japan until 13th June, 2017 have been 

used. Products with more than 20 reviews are kept and 

this study finally collected 13213 reviews of 160 

products in total. 

The experiment started by using MeCab [15] as the 

word segmentation system, and followed by removing all 

of the numerals, auxiliary words, auxiliary verbs, 

punctuation characters and stop words [16], [17]. After 

word segmentation, the Word2Vec [18] model is trained 

by using the corpus of review words and Japanese 

Wikipedia article corpus. Using this Word2Vec model, 

an output vector is generated according to the input word. 

For each review, a text vector can be obtained by adding 

up all the word vectors and dividing by the number of 

words. This process is shown as follows: 

the number of words in the -th review (18) 

 (19) 

 (20) 

 
(21) 

Then, the sentimental word vectors are obtained from 

Word2Vec model’s outputs of four sentimental tags
2
. 

Next, the K-Means [19] clustering method is used to 

portion reviews’ text vector into 55 clusters. The index of 

each cluster is used as observation states. 

Then, the reviews’ order is randomly shuffled and four 

sentimental tags are labeled through online surveys in the 

format of multiple choice
3
. Since one survey is answered 

by multiple participants and consider the different 

understandings of each review by different participants, 

the most voted answer is used as the baseline answer. For 

each review, the baseline answer reflects the sentiment of 

the comment writer. These baseline answers are then 

used as hidden states. 

The experiment then proceeds by dividing the data 

into training data and test data in the ratio of 8:2. The 

following methods are used as baselines to compare with 

2dHMM. 

i. Random 

In this method, the sentiment category numbers 

are generated randomly. Then it is tested by the true 

sentiment categories. 

ii. 1dHMM 

Similar to 2dHMM, the index of each cluster 

which is used by 2dHMM are used as observation 

states. And sentiment category numbers are used as 

hidden states. 

iii. Cosine similarity (CS) 

In this method, the cosine score is calculated 

between each text review vector and the four 

sentimental vectors. The sentimental word vector 

which gives the highest cosine score is selected and 

its corresponding sentimental category is marked as 

the sentiment of that text review vector. 

iv. ML-Ask 

ML-Ask is a python tool which is based on a 

linguistic assumption that sentimental states of a 

speaker are conveyed by sentimental expressions 

                                                 
2 Four sentimental tags: joy, anger, sadness, anticipation 
3 Both one answer and more than one answer are accepted. 
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used in emotive utterances [20]. The test review’s 

text is used as input, the output of ML-Ask is used as 

the category of the sentiments 

v. Support Vector Machine (SVM) 

In this method, Reviews’ text vectors are used as 

input vectors and the corresponding category of 

sentiments are the outputs. 

vi. Logistic Regression with built-in cross-

validation (LRCV) 

Similar to the Cosine similarity method, the test 

review vectors are used as input vectors. The output 

is the category of sentiments. 

There are four types of sentiments to be classified, 

thus this study has to adapt the rating method from the 

original non-weighted macro-average precision, recall 

and f1 score. Starting by calculating the macro-average 

precision, recall and f1 score, they are then weighted by 

support, which refers to the number of true instances 

under each sentiment label. These changes “macro” to 

account for label imbalance. It can result in an f1 score 

that is not between precision and recall. By using this 

rate method, the level of bias, which appears due to the 

different experiment methods, can be reduced. 

The results of 2dHMM and other base methods are 

shown as in Table I. 

TABLE I.  RESULTS COMPARE WITH OTHER METHODS (UNDER 

WEIGHTED AVERAGE LEVEL) 

    

    

    

    

    

    

    

    

  

Such an extensive design of analysis model to higher 

dimension HMM is applicable not only to Amazon Japan, 

but also more to general commercial Web pages. This is 

because customers view multi-fold information in 

general from a Web page, as far as the page is designed 

to include complex information such as advertisements, 

list of products, and links to other services. In the future 

studies, the plan is to adapt our model from batch 

learning to online learning to better accomplish the goal 

of sentiment analysis for online reviews. 
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