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Abstract—Reconfigurable intelligent space (R+iSpace) is an intelligent environment proposed to solve the location restrictions of distributed intelligent networked devices (DINDs) installed on walls and ceilings. Such DINDs in R+iSpace are mounted on mobile modules (MoMo), and a MoMo can rearrange its own location. Through the R+iSpace structure, an application that uses such DINDs can accomplish service provision successfully and consistently by rearranging the DINDs to suitable locations. This paper proposes a method to determine suitable DIND locations according to a given environment. The proposed algorithm is verified through simulation experiments.

Index Terms—intelligent space, the wall climbing robot, the best effort location of device, the reconfigurable system

I. INTRODUCTION

In recent years, many studies on intelligent environments (IE), which are extensive environmental systems that provide physical and nonphysical service to users, have been conducted. Studies on IEs have been conducted under various names, such as smart rooms, ubiquitous computing environments, and intelligent space (iSpace) [1-3]. iSpace is a representative IE. Many distributed intelligent networked devices (DINDs) are installed on the walls and ceilings of the iSpace [1]. The iSpace process is summarized as follows. First, sensing applications recognize the spatial situation and user demands using input DINDs. Then, all DINDs share the latest information about the spatial situation and user demands. Proper services are then provided through the output DINDs and agent robots. The user can obtain a required service through the above process.

However, iSpace has an unsolved problem, i.e., the spatial restriction of the DINDs. It is evident that recognition results from a blind spot of a camera DIND are poor. Even if the recognition target is located in the field of vision of the camera DIND, the results may not always be the best. The best results are achieved when the DIND is located at a best effort location that yields the highest recognition performance. However, the best effort location changes frequently according to changing situations. This suggests that DINDs should be installed everywhere; however, this is not feasible. In addition to camera DINDs, most other devices encounter the same problem when used in iSpace. Therefore, conventional research typically assumes a specific situation, and then DINDs are installed at appropriate locations for the target situation. However, in real-life situations, spatial situations change frequently, and the rearrangement of DINDs according to any given situation is a burden. To address this problem, the reconfigurable intelligent space (R+iSpace) was proposed [4]. R+iSpace can reconfigure the space according to the spatial situation, which is achieved by the rearrangement of DINDs. A specially designed mobile module called MoMo was proposed to rearrange the DINDs. MoMo is a mobile robot that can move freely on modified walls and ceilings, hereafter referred to as fields. A DIND is mounted onto a MoMo, and can be rearranged anywhere within the field. The latest MoMo prototype and experimental field are shown in Fig. 1. The latest MoMo prototype employs a pin-lock mechanism to attach itself to the field. The field is composed of many stations combined with MoMo’s legs. The structure of the latest MoMo prototype is briefly explained in the next section. DINDs can be rearranged on the field freely using the MoMo. However, this does not mean that R+iSpace can guarantee the best performance. As mentioned previously, DINDs should be placed at their best effort location; however, developing a decision algorithm for best effort locations for all DINDs is complicated because many factors influence the application’s performance. The optimal arrangements of devices have been examined in many previous studies [5]-[9]. Optimal arrangements in previous studies can be divided into two categories. The target application in the first category cannot be changed easily. The optimal arrangement problem of security cameras belongs to this category. The entrances and windows of buildings and valuables can be the target of security cameras, and such things do not change frequently. This indicates that the optimal location of a security camera will also not change;
therefore, the cameras do not need to be rearranged after they are installed at the optimal location. However, these are not universal situations and for some cases rearrangement is required. The optimal arrangement of the second category is determined after long-term observation of the target or modeling of the target’s behavior. The optimal location determined by this method is the most efficient position from a long-term perspective. However, in real-life situations, the prediction of human behavior is not easy, and the determined location is not always optimal for every situation.

A method to decide the DINDs’ destination was discussed in previous works [11, 12]. In the previous works, the algorithm considers only the relative position between the sensor and target. In this paper, the improved algorithm is proposed that gives the best effort location of DINDs at the given situation with the consideration of the travel time to the destination and the adaptability to the small changes of situation.

The remainder of this paper is organized as follows. In Section II, the mechanical structure of R+iSpace and MoMo’s wall-attachment method are explained briefly. The DIND’s stable location and adjacent locations are also described. In Section III, the proposed method, which determines the DIND’s best effort location, is introduced. In addition, a detailed explanation of the method is described through an example of a camera device frequently used in iSpace. To verify the proposed method, simulation experiments are described in Section IV. Conclusions and suggestions for future work are presented in Section V.

II. STRUCTURE OF THE MOMO PROTOTYPE

A. Mechanical Structure of MoMo and the Field

As shown in Fig. 1, the MoMo prototype is composed of two legs, a main plate, and DIND parts. The distance between two legs is 140mm, and this is the step distance of MoMo. A leg consists of two actuators, a pin plate, and a leg housing. The detailed structure of the leg and station are shown in Fig. 2. Three pins are mounted on the pin plate, and a nut is placed at the center of the pin plate. The nut on the pin plate is combined with a screw that is connected to the pinning actuator. The pin plate has translating motion in a direction that is perpendicular to the field by the screw’s rotation, and this is controlled by the pinning actuator. The panning actuator rotates the connected leg when the leg is unlocked. In case of a locked leg, the panning actuator rotates MoMo’s whole body. The field is composed of numerous stations that can be combined with MoMo’s legs. As shown in Fig. 2, the station has three holes. A hole is composed of an entering hole, a locking hole, and a bridging path between the entering and locking holes. The leg is locked through the following sequence: (1) placing pins through the entering holes of a station; (2) rotating the leg until the pins are positioned on the locking holes; and (3) pulling the pins until the pinhead and leg housing fix the leg firmly.

The distance between the two adjacent stations is the same as the distance between two legs of MoMo. Thus, the DIND location, when MoMo is fixed, is positioned at the center between two adjacent stations. Here, the DIND location is denoted as a ‘Node.’ The arrangement of the nodes is shown in Fig. 3. In R+iSpace, it is recommended that all DINDs are used only when they are placed on nodes for the following reasons. First, significant noise is generated in the DIND results by the vibration or movement of MoMo when MoMo is not firmly fixed. This reduces R+iSpace performance. Next, the estimation of the DIND’s location is easy when MoMo is firmly fixed. The DIND’s position is very important information when a DIND is used. The DIND’s position is obtained easily by pre-calculated node positions when the DIND is used only during MoMo’s locked status. Last, restriction of the DIND to nodes is advantageous in terms of energy efficiency. A large load occurs in the panning actuator of the fixed leg when MoMo is not fixed securely. Therefore, to use a DIND on other positions requires more energy to maintain the current position. This causes energy consumption and can cause damage to MoMo, such as damage to the actuator by overheating. Therefore, the DIND location is restricted to nodes.

An adjacent node is defined as a node that is reachable by one or two movements from the current node, and it is
denoted by $N_{adj}$. Here, $i$ indicates the movement counter number to reach $N_{adj}$ from the current node $N$. Nodes $1N_{adj}$ and $2N_{adj}$ are illustrated in Fig. 4. As can be seen, $1N_{adj}$ and $2N_{adj}$ are 10 and 30, respectively.

III. THE PROPOSED ALGORITHM

Before explaining the proposed method, the goal of the proposed method is described briefly. The goal of the proposed algorithm is to determine the destination of the DIND. The destination is a suitable node that can be used to accomplish a target application in the current situation. The proposed algorithm considers the application’s success rate and response time until the application is executable. These metrics are important measures when a user evaluates iSpace performance.

Generally, an application’s success rate is affected by the performance of the application, the specifications of the DIND, the relative position of the DIND from the target, the environmental structure, etc. Among these factors, a DIND in R+iSpace can resolve two factors by rearranging its location, i.e., the relative position of the DIND from the target and the environmental structure. However, rearrangement of a DIND generates delay relative to its use in the given application. Therefore, the proposed algorithm considers two additional factors, i.e., adaptability in small changes of the location/posture of the target, and the next two factors are related to the performance of the application, the specifications of devices have evaluation functions with different forms. Therefore, all applications and devices have evaluation functions with different forms. However, the proposed method provides the same form for evaluation functions through simplification of the evaluation factors and target. The proposed algorithm can determine the destination of the DIND. The destination is a suitable node that can be used to accomplish a target application in the current situation. The proposed algorithm considers the application’s success rate and response time until the application is executable. These metrics are important measures when a user evaluates iSpace performance.

Fig. 5 shows examples of targets according to DINDs and applications. As shown in Fig. 5(A), a user is standing in the R+iSpace. The target in the Face Detection (FD) example application is shown in Fig. 5(B). The target of the FD application is the user’s face, and the optimal location should be placed in front of the user’s face. Therefore, the target’s position and direction are determined as shown in Fig. 5(B).

Another example application is shown in Fig. 5(C). In this case, the camera is used for a gesture recognizing (GR) application. The target of the GR application is the user’s whole body. In this example, the optimal location of the GR application is along the frontal upper diagonal direction of the user. This indicates that the GR application has two optimal locations, and the target also has two directions.

The last example is the target of a projector for a chat widget application. The projector’s target is a projection image whose position is determined by the user’s viewing direction. For this application, the target is placed to the top right position of the user’s view. This is shown in Fig. 5(D). When the projector can be modeled as a pinhole projector, the target’s position is set to the center of the projection image, and the target’s direction is set to the normal direction of the projection plane.

Through the standardization of targets and the determination of evaluation factors, the proposed algorithm achieves extensive usability. In iSpace, many types of applications and devices are used, and their characteristics differ. Therefore, all applications and devices have evaluation functions with different forms. However, the proposed method provides the same form for evaluation functions through simplification of the evaluation factors and target. The proposed algorithm can...
be applied to most applications and devices by changing the parameters of the evaluation function according to the specifications of the application and device.

B. Evaluation Functions of Factors

Here, this section gives a detailed explanation of the factors and describe their evaluation functions. The results of the evaluation functions should show the suitability of the nodes according to each factor. However, to apply an evaluation function for various DINDs, the functions should be simplified. Therefore, the evaluation functions for the four basic factors are determined as a trapezoidal-shaped function, which is often used in fuzzy algorithms. A gradient of each function is determined by parameter $\alpha_i$, which makes the evaluation functions robust. These functions do not give exact suitability, but it can provide stable ranges for using the DIND. Besides, this function is simple and applicable to various DINDs and applications.

The results are integrated after calculation of the evaluation functions for the four basic factors. Essentially, the integrated result is obtained by the weighted average method. The obtained integrated results are entered to a filter designed for the fifth factor. Finally, the algorithm determines the destination of the DIND by considering the travel time. A detailed explanation and the calculation methods are discussed below.

1) Distance from target

Most DINDs demonstrate different performance according to the distance between the DIND and its target. For example, when the camera for the GR application is too close to the user, the GR application result is poor because the camera can only partially capture the user. In addition, when the camera is too far from the target, the target’s size in the captured image is too small. Thus, the recognition result is also poor. This suggests that the camera can only function accurately within an appropriate distance range from the target. Note that this characteristic is evident in most applications and DINDs.

The evaluation function of the distance is defined as follows.

$$ EV_1(N) := \begin{cases} 0 & D_N \leq D_m \\ \frac{D_N - D_m}{\alpha_1} & D_m < D_N \leq D_m + \alpha_1 \\ 1 & D_m + \alpha_1 < D_N \leq D_m + \alpha_2 \\ \frac{D_m - D_N}{\alpha_2} & D_m - \alpha_2 < D_N \leq D_m \\ 0 & D_N \leq D_N \\ \end{cases} $$

In (1), $N$ denotes node, and $D_N$ is the straight distance between $N$ and the target. There are three parameter variables. i.e., $D_m$, $D_M$, and $\alpha_1$, $D_m$ and $D_M$ denote the minimum and maximum distances for reliable use of the DIND. $D_m$ and $D_M$ are obtained when the DIND is placed on a line that represents the target’s direction. The evaluation values inside the range between $D_m$ and $D_M$ are defined as 1, and the evaluation values outside the range decrease gradually. The algorithm calculates (1) for all available nodes. The parameters are determined by the specifications of the DIND and the application. Fig. 6 shows an example of $EV_1(N)$ in the FD application. In this example, the red line is the optimal direction from the target. As shown in Fig. 6, the performance of the application changes according to changes in distance. The application worked well when the distance between the DIND and the target was smaller than a certain distance (e.g., $D_M$) and greater than another certain distance (e.g., $D_m$).

2) Included angle between DIND viewing direction and target direction

The included angle between the DIND’s viewing direction and the target’s direction is the second factor that affects application performance. A greater included angle results in poorer application performance. This is evident because the target direction is the optimal location’s direction from the target. The evaluation function for a target with $k$ directions is as follows.

$$ EV_2(N) = \max_{i \leq k} (\nu_{i}EV_2^{(N)}(i)) $$

$$ EV_2^{(N)}(i) := \begin{cases} 1, & |IA_i^1 - IA | \leq \alpha_2 \\ \frac{|IA_M - IA | - \alpha_2}{\alpha_2}, & |IA_M - \alpha_2 < IA | \leq |IA | \\ 0, & IA < |IA | \\ \end{cases} $$

In (3), $IA_i^1$ is the included angle between the DIND’s viewing direction and the target’s $i$th direction. $IA_M$ denotes the available maximum included angle; this parameter is also determined by the specifications of the device and application.

Equation (2) can be adopted as an evaluation function in most DINDs and applications. However, some applications or DINDs have an extreme difference in performance according to the direction of the included angle.

$$ EV_2(N) = \max_{i \leq k} (\nu_{i}EV_2^{(N)}(i)) $$

$$ \nu_{i}EV_2^{(N)}(i) := \begin{cases} 1, & |IA | \leq |IA | - \alpha_2 \\ \frac{|IA | - \alpha_2}{\alpha_2}, & |IA | - \alpha_2 < |IA | \leq |IA | \\ 0, & |IA | < |IA | \\ \end{cases} $$

In (5), $IA$ denotes the included angle between the DIND's viewing direction and the target's $i$th direction.

Equation (4) represents application performance in detail due to the split calculation according to the
direction of the included angle. Fig. 7 shows an example of $\text{EV}_2(N)$ in the FD application. As mentioned previously, performance declined according to increased included angle. As shown in Fig. 7, the application could not detect the user's face when the included angle was greater than a certain value.

![Figure 7](image)

**3) Occlusion by obstacle**

Most devices cannot work well when their targets are occluded. To avoid this situation, the proposed algorithm should consider the influence of the environment. This factor is designed for the influence of the environment. The evaluation function is defined as follows:

$$\text{EV}_3(N) \begin{cases} 1 & \text{There is no obstacle} \\ 0 & \text{There is an obstacle} \end{cases} \quad (7)$$

Equation (7) is usable with most DINDs. However, for some DINDs, such as speakers and microphones, obstruction caused by an obstacle does not have a significant effect on the performance of the application. In other words, this factor is meaningless for such DINDs. Therefore, such DINDs do not calculate this evaluation function, and they set the result to 1.

**4) Obstacles on the field**

Typically, many objects are installed on the field. Such objects are a hindrance to MoMo's movement. In particular, when MoMo is placed near such an object, its movement is restricted. Therefore, the algorithm should not select nodes adjacent to such objects as the DIND’s destination. Through the following evaluation function, the algorithm can avoid the selection of nodes that are adjacent to such objects.

$$\text{EV}_4(N) = \begin{cases} 0 & D(N) \leq \omega D_m \\ \frac{D(N) - \omega D_m}{\omega} & \omega D_m < D(N) \leq \omega D_m + \alpha_d \\ 1 & \omega D_m + \alpha_d < D(N) \end{cases} \quad (8)$$

where,

$$D(N) := \min_{\text{Obj}} \text{Dist}(N, \text{Obj}) \quad (9)$$

In (8), $\omega D_m$ denotes the available minimum straight distance. $\text{Dist}(N, \text{Obj})$ indicates the straight distance between node $N$ and the boundary of the object Obj, and $D(N)$ is the minimum $\text{Dist}(N, \text{Obj})$ for all Obj.

**5) Integrating the basic four factors’ results**

The basic four factors are designed to take application performance or MoMo’s next motion into account. The next two factors relate to the efficiency of the overall system. In other words, the evaluation values of the application’s performance are sufficient for the four evaluation functions described above.

The fifth factor is calculated based on the integrated results. Therefore, the integration process should be performed prior to the calculation of the fifth factor. The integration is performed as follows.

$$\text{EV}_{\text{int}}(N) := \begin{cases} 0 & \text{If } \prod_{k=1}^{4} \text{EV}_k(N) = 0 \\ \sum_{k=1}^{4} \omega_k \cdot \text{EV}_k(N) & \text{Else} \end{cases} \quad (10)$$

where,

$$\sum_{k=1}^{4} \omega_k = 1 \quad \text{and} \quad 0 \leq \omega_k \leq 1 \quad (11)$$

If a node has an evaluation result of 0 for a factor, this indicates that the DIND is not usable with the node in terms of the given factor. Therefore, the integration result of the node should be 0. In other cases, the results are integrated through the weighted average ($WA$) filter.

**6) Evaluation results of adjacent nodes**

As mentioned above, this factor is related to the fast response to a slight movement of the target. The calculation of this factor is performed by the $WA$ filter with adjacent nodes. To prevent cost generation of nodes that have an evaluation result of 0, the calculation of the $WA$ filter is performed only when the node has an evaluation result greater than 0. The updated results are calculated as follows.

$$\text{EV}_5(N) := \frac{2}{\sum_{i=0}^{2} \omega_i} \cdot \text{EV}_{\text{int}}(i\text{adj}) \quad \text{If } \text{EV}_{\text{int}}(N) \neq 0 \quad (12)$$

where,

$$\sum_{i=0}^{2} \omega_i = 0 \quad \text{and} \quad 0 \leq \omega_0 \leq \omega_1 \leq \omega_2 \leq 1 \quad (13)$$

In (12), $\text{EV}_{\text{int}}(i\text{adj})$ denotes the average value of all adjacent nodes $N_{\text{adj}}$. Through this process, the updated evaluation value of a location includes the adjacent nodes’ evaluation values.

MoMo selects the node with an adjacent node with a high evaluation result as the destination using the $WA$ filter. Fig. 8 shows an example that illustrates the effectiveness of this process. In Fig. 8(A), node $N_A$ has the highest evaluation result. However, after processing, node $N_B$ achieves the highest evaluation result. In this situation, the evaluation values of $N_A$ and $N_B$ change by the $WA$ filter from 1.0 and 0.71 to 0.63 and 0.74, respectively. This result shows that MoMo can cope with a changing situation faster when it is placed on node $N_B$. © 2016 J. Adv. Inf. Technol.
7) Necessary travel time from the current node

Rapid response is one of the significant factors of R+iSpace’s performance. Therefore, travel time should be considered when a DIND’s destination is decided. However, calculating actual travel time for all nodes requires significant computation time. To reduce this computation time, the proposed algorithm divides the process into two steps. In the first step, the algorithm calculates the pseudo travel time for all nodes. The pseudo travel time is defined based on MoMo’s average moving speed and the straight distance from the current node. Then, the pseudo travel time is integrated with the results of the fifth factor. These processes are calculated as follows.

\[ T_{\text{pseudo}}(N) \]  

\[ EV_6^{\text{pseudo}}(N) = (1 - \omega_6) \cdot EV_5(N) + \frac{\omega_6}{T_{\text{pseudo}}(N) + 1} \]  

In (14), \( N_C \) and \( V_{\text{MoMo}} \) denote the current node of the DIND and MoMo’s average velocity, respectively. The pseudo travel time is nearly proportional to the actual travel time; however, it is not an exact result. Therefore, the algorithm performs the second step.

In the second step, the algorithm selects several nodes that have the top ranked results among all nodes as destination candidates. The algorithm then computes the actual travel times to the candidates. Then, the algorithm integrates the actual travel times with the results of the evaluation. The destination is then decided as the node with the highest evaluation result among all candidates. The calculation of this step is as follows.

\[ EV_6(C,N) = (1 - \omega_6) \cdot EV_5(C,N) + \frac{\omega_6}{T_{\text{actual}}(C,N) + 1} \]  

\[ \text{Destination node} = \arg \max_{C,N} EV_6(C,N) \]  

In (16) and (17), \( C \) and \( N \) denote candidate nodes with higher evaluation results than the other nodes in (15).

C. Example Evaluation Function

This section explains the proposed algorithm with a concrete example in a simulation environment which was programmed using the Unity 3D game engine. The target application in the example is the OKAO Vision which can support face detection [10]. A Logitech C920 webcam was modeled for the target application. In the simulation, the camera had a diagonal field of view of 78° and captured with a resolution of 480 pixels × 360 pixels. The experimental room was 8.0 m × 6.0 m × 2.8 m, and the field was installed on the ceiling. In the room, there was a pillar, and five lights were fixed to the ceiling, as shown in Fig. 9. Fig. 9(A) and Fig. 9(B) show the evaluation results obtained using the distance factor and the included angle factor. The light green nodes indicate that the nodes obtained a high evaluation value. According to a decline in the evaluation value, the nodes have a dark green color. Fig. 9(C) and Fig. 9(D) show the results for the third and fourth factors, and Fig. 9(E) shows the integrated results of the four basic factors. The integrated results change according to the WA filter (Fig. 9(F)). The destination candidates are selected by (15) as shown in Fig. 9(G). Finally, the destination is determined by (17). The determined destination is the red node in Fig. 9(G), and the result of the FD application for the destination is illustrated in Fig. 9(H).
the simulation experiment was performed as follow sequence. At first, the DIND is placed on their pre-decided initial location, and the target’s position and direction is generated randomly. Then, the algorithm calculates the best effort location of DIND. The application was FD application mentioned in the previous section. In this experiment, it is assumed that the target's direction was the front direction of the user's face. The first half of this section describes the deciding process for the main parameters, then the results of the simulation experiments are illustrated.

A. Determining Main Parameters

![Figure 10. FD application results according to distances and included angles](image)

In the proposed algorithm, various parameters are decided by the application and DIND. To determine the parameters related to the distance and included angle factors, the following experiments were performed. The camera object captured the target while varying the distance from the target and rotating the horizontal and vertical directions. The captured images were processed by the face detection application. To obtain the proper parameters, this experiment was performed for five targets. The experimental results are shown in Fig. 10. The vertical axis of the graphs in Fig. 10 show the success or failure of the face detection, and the translucent red line indicates the number of successful targets. The parameters related to the object factor on the field were determined empirically based on the minimum straight distance between two nodes. The weight factors for integration and the fifth factor were also decided empirically. These parameters are shown in Table I.

![Figure 11. Environments used in the simulation experiment](image)

The data used for the analysis of the experimental results were restricted to cases wherein the proposed algorithm could find the destination of the DIND. In some cases, the evaluation values of all stations are 0, and the proposed algorithm cannot determine the destination of the DIND. For example, when a user is placed nearby and toward the wall, there is no usable location for the DIND. In the analysis, the failure cases for face detection included simple failures and incorrect faulty detection cases. Examples of exception and failure situations are shown in Fig. 12. Fig. 12(A) shows cases in which there was no destination of DIND. The left image in Fig. 12(B) shows a case in which the DIND was not located at a suitable location, and the right image shows an example of the incorrect detection.

![Figure 12. Examples of exception and failure cases](image)

To find the proper parameters for \( \omega_6 \) and the number of candidates (NoC), the following experiment was performed. This experiment was performed in four different environments with different complexity but equal size. The environments are shown in Fig. 11. Here, The Map1 is empty space, and Map2 has moderate complexity that consists of a pillar and five lights. Map3 has higher complexity than Map2. There are two pillars and thirteen lights in Map3. Map4 has the highest complexity among the environments. Note that the shape of Map4 is not a simple rectangle. There are walls inside the space that obstruct face detection and the movement of MoMo. This experiment was performed in the following sequence. There is a user in the environment, and the user's position and direction are changed in a randomly generated predetermined order. MoMo moves to the destination obtained by the proposed algorithm. The camera object mounted on MoMo captures target images. The captured images are processed by the FD application.
We determined several values for candidates of $\omega_6$ and $NoC$, and the results obtained according to parameter changes were compared. An experiment to determine the proper value of $\omega_6$ was performed. Then an experiment for $NoC$ was performed. The resultant graphs are shown in Fig. 13. The graphs in Fig. 13(A) show the relationship between $\omega_6$ and the success rate of the application, and the graphs in Fig. 13(B) show the relationship between $\omega_6$ and travel time. The proper value of $\omega_6$ was determined based on the success rate and travel time. Between these two conditions, the success rate showed higher importance than travel time. We determined a lower limitation for success rate (98.5%). Among the nodes that satisfy the first condition, the value of $\omega_6$ with the shortest travel time was selected. In this experiment, the value of $NoC$ was fixed at 6. As a result, the decided values of $\omega_6$ differed according to the given environments.

Next, an experiment for $NoC$ was performed with the same process. In this experiment, the travel time and computation time according to $NoC$ were compared. The compared results are shown in Fig. 14. As shown in Fig. 14(A), there was no significant difference in success rate according to the change of $NoC$. Therefore, $NoC$ was decided based on the travel time and computation time shown in Fig. 14(B). The values of $\omega_6$ and $NoC$ according to the environment are given in Table II.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Map1</th>
<th>Map2</th>
<th>Map3</th>
<th>Map4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_6$</td>
<td>0.91</td>
<td>0.91</td>
<td>0.955</td>
<td>0.94</td>
</tr>
<tr>
<td>$NoC$</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

**TABLE II. PARAMETER OF $\omega_6$ AND $NoC$**

B. Experiments to Verify the Proposed Algorithm

Here, we discuss experiments conducted to verify the proposed method's validity. The same application was used in these experiments. The experiments consisted of two phases. The first phase of the experiment was performed to verify the appropriateness of the evaluation functions for application performance. In this experiment, the DIND mounted on MoMo moved to all available nodes, and then the DIND captured the target. The results of this experiment are illustrated in Fig. 15. The magenta area in the figure indicates that the application was successful in that area. The blue area indicates that the results of the evluation functions for the first two factors. The color of this area becomes lighter according to the decline in the evaluated result. The red point is the decided destination obtained by proposed method. As shown by this result, most of the blue area is included in the magenta area. Note that, the dark blue area is included in the successful area. Table III shows the success rates according to the evaluation results. As can be seen in Table III, the high scoring nodes obtained by proposed algorithm achieved a high application success rate regardless of map type. As a result, it was verified that the evaluation functions of the proposed method are valid for determining the best effort location of a DIND.

**TABLE III. SUCCESS RATE ACCORDING TO THE RESULTS OF THE EVALUATION FUNCTIONS**

<table>
<thead>
<tr>
<th>$\text{EV}_{\text{int}}(N)$</th>
<th>Decided values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.0 &lt; \text{EV}_{\text{int}}(N) \leq 0.1$</td>
<td>0.60, 0.56, 0.42, 0.46</td>
</tr>
<tr>
<td>$0.1 &lt; \text{EV}_{\text{int}}(N) \leq 0.2$</td>
<td>0.70, 0.69, 0.68, 0.77</td>
</tr>
<tr>
<td>$0.2 &lt; \text{EV}_{\text{int}}(N) \leq 0.3$</td>
<td>0.81, 0.82, 0.78, 0.81</td>
</tr>
<tr>
<td>$0.3 &lt; \text{EV}_{\text{int}}(N) \leq 0.4$</td>
<td>0.81, 0.86, 0.79, 0.81</td>
</tr>
<tr>
<td>$0.4 &lt; \text{EV}_{\text{int}}(N) \leq 0.5$</td>
<td>0.85, 0.87, 0.82, 0.85</td>
</tr>
<tr>
<td>$0.5 &lt; \text{EV}_{\text{int}}(N) \leq 0.6$</td>
<td>0.88, 0.91, 0.88, 0.88</td>
</tr>
<tr>
<td>$0.6 &lt; \text{EV}_{\text{int}}(N) \leq 0.7$</td>
<td>0.94, 0.94, 0.95, 0.94</td>
</tr>
<tr>
<td>$0.7 &lt; \text{EV}_{\text{int}}(N) \leq 0.8$</td>
<td>0.98, 0.98, 0.97, 0.96</td>
</tr>
<tr>
<td>$0.8 &lt; \text{EV}_{\text{int}}(N) \leq 0.9$</td>
<td>0.99, 0.97, 0.99, 0.98</td>
</tr>
<tr>
<td>$0.9 &lt; \text{EV}_{\text{int}}(N) \leq 1.0$</td>
<td>1.00, 0.99, 1.00, 0.99</td>
</tr>
</tbody>
</table>

The next phase of the experiment was performed to compare application performance between conventional iSpace and R+iSpace with the proposed method. There were seven cameras in the iSpace environments, which were used for the FD application. In this experiment, it was determined that the FD application was successful when the face was detected by one or more cameras. The experimental results are shown in Table IV. The results are divided into two sub-tables. The first sub-table of Table IV shows the results of all situations, and the second sub-table shows the situation in which the destination exists. Among the failure cases of R+iSpace, when the destination of the DIND exists, 10.64% of cases failed due to incorrect detection. In most failure cases, with the exception of the incorrect detection cases, the target was located close to the walls. This indicates that the evaluation result for the destination node was low in such cases. The average evaluation results for these cases is approximately 0.38. The results of these cases can be improved by changing the parameters. As demonstrated by these results, the success rate for R+iSpace obtained with the proposed algorithm increased by 62.0% over conventional iSpace.

**TABLE IV. SUCCESS RATE COMPARISON RESULTS BETWEEN CONVENTIONAL iSPACE AND R+iSPACE**

<table>
<thead>
<tr>
<th>(A) For all situations</th>
<th>Environment</th>
<th>iSpace</th>
<th>R+iSpace</th>
</tr>
</thead>
<tbody>
<tr>
<td>Map1</td>
<td>0.365 (3567/10000)</td>
<td>0.916 (9558/10000)</td>
<td></td>
</tr>
<tr>
<td>Map2</td>
<td>0.356 (3556/10000)</td>
<td>0.903 (9024/10000)</td>
<td></td>
</tr>
<tr>
<td>Map3</td>
<td>0.352 (3516/10000)</td>
<td>0.889 (8866/10000)</td>
<td></td>
</tr>
<tr>
<td>Map4</td>
<td>0.319 (3185/10000)</td>
<td>0.764 (7637/10000)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(B) The situations without the exception cases</th>
<th>Environment</th>
<th>iSpace</th>
<th>R+iSpace</th>
</tr>
</thead>
<tbody>
<tr>
<td>Map1</td>
<td>0.375 (3491/9301)</td>
<td>0.985 (9558/9301)</td>
<td></td>
</tr>
<tr>
<td>Map2</td>
<td>0.361 (3499/9200)</td>
<td>0.980 (9024/9200)</td>
<td></td>
</tr>
<tr>
<td>Map3</td>
<td>0.365 (3296/9505)</td>
<td>0.982 (8866/9505)</td>
<td></td>
</tr>
<tr>
<td>Map4</td>
<td>0.354 (2764/7800)</td>
<td>0.979 (7634/7800)</td>
<td></td>
</tr>
</tbody>
</table>

V. CONCLUSION

This paper has proposed a method to determine a DIND's best effort location in R+iSpace. The proposed method considers the relationship between an application's target and a DIND. The target's position and direction are determined by the application in the proposed method, and the proposed method decides the appropriate location's range according to the specification of the application and the DIND. The proposed method also considers the travel time to the destination. This paper has verified the proposed method with simulation experiments conducted using the FD application.

Through the proposed method, we can obtain best effort locations for DINDs to provide service according to the given current spatial situations. In addition, we have determined the weight factors for weighted average empirically. In future, we will discuss method for deciding optimized parameters in proposed algorithm.

In addition, we will introduce an improved method to locate a DIND's best effort location when multiple DINDs are installed on the same field.
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