Climate Tracking for Farmland Using Open Data from the Central Weather Bureau in Taiwan
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Abstract—In agri-business, to keep track of the potential harvest is an important issue to production managers. For this purpose, field observation is necessary for collecting the information of crop growth and climate changes. In Taiwan, the central weather bureau (CWB) is the national authority that provides weather reports of national scale, which is estimated from weather stations established by Taiwan government. The estimated weather of cities or counties in Taiwan can be found on the official website of CWB. To our knowledge, however, there is no official tool for farmers to track and to record the climate data of his/her farmland. In this paper, we utilize the open data of 29 weather stations published by CWB, developing a farmland climate tracking tool for farmers. In this system, we implement four different algorithms for climate estimation, which are the nearest neighbor (NN), the inverse distance weighting (IDW), the Kriging with partial least square regression (KPLS), and the IDW with altitude filter (IDWAF). We compare the performance of these four algorithms by the leave-one-out cross validation on the 29 weather stations with observed climates as open data. The considered types of climate are temperature(°C), humidity(%), insolation(MJ/m²), and wind speed. According to the experimental results, the temperature and insolation are of lower errors in each algorithm, which indicates that field temperature and insolation could be tracked with open data. In addition, IDWAF achieves better accuracies than IDW. Therefore, altitude filtering is a valuable approach to be combined with inverse distance.

Index Terms—climate tracking, farmland, open data.

I. INTRODUCTION

In agriculture, tracking the climate of farmland is a crucial task in production management. To experienced producers, the climate data serves as important information for decision support. For example, the suitable timing for planting, watering, fertilizing, and harvest could be totally different under different climates, even if the species of crop remains unchanged. From the perspective of data science, therefore, the historical climate data and cultivation data on a farmland are of great value for analyzing the potential harvest in the future. By examining such potential harvest from various farmlands, crop production scheduling becomes more systematic to managers, which offers a scientific approach to check if the supply meets the demand.

Therefore, many previous researches focus on finding the relationship between climate and harvest [1][2][3][4]. For finding linear and non-linear relationships, the partial least square (PLS) regression [5], the multi-degree polynomial model [6][7], and the artificial neural network [8][9] are approaches commonly adopted.

To obtain the required climate data, there are two possible approaches. The first is to establish a weather station close to the farmland, by which the climate can be accurately observed and recorded. However, this approach is often research-driven, and is definitely limited by the cost. In Taiwan, most farmers do not have such station on his/her farm. Besides, to a common farmer the cost for owning such weather station is not acceptable. Therefore, for real application, it is recommended to obtain the required data by the second approach: to estimate the farmland climate by interpolation. For climate interpolation, the nearest neighbor (NN) [10], the inverse distance weighting (IDW) [11], and the Kriging method [12][13] are well-known techniques applied in previous research. In Taiwan, the central weather bureau (CWB) is the national authority that provides weather reports, and currently there are 29 official weather stations with their historical climates recorded as open data. Inspired by these resources, we would like to estimate the climate of some specified farmland by interpolations with the open data of CWB, developing a new management tool for agricultural decision support. To achieve this goal, therefore, the feasibilities of various interpolation algorithms are worth of investigation.

In this paper, we implement and compare the performance of four interpolation algorithms, which are the nearest neighbor (NN), the inverse distance weighting (IDW), the Kriging with partial least square regression (KPLS), and the IDW with altitude filter (IDWAF). The considered climates are temperature(°C), humidity(%), insolation(MJ/m²), and windspeed(m/s). The open data collector and interpolation algorithms are implemented on the Smart Agri-management Platform (S.A.M.P.), which is a system offering agricultural cloud services developed by the Institute for Information Industry (III). In our experiment, we perform the leave-one-out cross validation on the 29 official weather stations, comparing the accuracies of different algorithms to different types of
climate. The organization of this paper is as follows. In Section II, we provide preliminary explanations to notations and algorithms. In Section III, we propose the experimental results obtained from S.A.M.P. Finally, we give conclusions and some future studies in Section IV.

II. METHODOLOGY

In this section, we first give the required notations for representing climate data. After that, the adopted four algorithms for field climate estimation are briefly described, which are the nearest neighbor (NN), the inverse distance weighting (IDW), the Kriging with partial least square regression (KPLS), and the IDW with altitude filter (IDWAF).

A. Notations

Let $s_1$, $s_2$, ..., $s_n$ be the $n$ weather stations considered in this paper. For each weather station, we assume the number of types of the observed climate is $m$. In this paper, we have $m = 4$ because there are four types of climate considered, which are temperature, humidity, insolation, and wind speed. In addition, let $C$ be an $n \times m$ matrix that stores the climate data of each weather station at time $t$. In $C$, each element $c_{i,j}$ denotes the $j$th climate value observed from the $i$th weather station at time $t$. For identifying the location of stations, let $lon_i$, $lat_i$, and $alt_i$ be the longitude, the latitude, and the altitude of $s_i$, respectively. In addition, we assume the target field $F$ (whose climate is to be estimated) is located at longitude $F_{lon}$, latitude $F_{lat}$, and altitude $F_{alt}$. From here on, we use the triplet $(F_{lon}, F_{lat}, F_{alt})$ to denote the location of $F$. That is, the distance $D(s_i, F)$ between $s_i$ and $F$ is computed by the Euclidean distance between $(lon_i, lat_i, alt_i)$ and $(F_{lon}, F_{lat}, F_{alt})$. Finally, we use $\hat{c}_{i,j}$ to denote the $j$th estimated climate of the target field $F$ at time $t$.

B. The Nearest Neighbor (NN)

The nearest neighbor [10] is an intuitive approach that estimates the field climate by the observed climate data of the weather station closest to the field. To estimate the climate of $F$, the NN algorithm can be implemented as follows.

Step 1: Compute the distance $D(s_i, F)$ between $s_i$ and $F$ for $1 \leq i \leq n$.

Step 2: Determine the station $s_j$ that is closest to $F$ (with the minimal $D(s_j, F)$).

Step 3: Apply $\hat{c}_{i,j} = c_{i,j}$ for $1 \leq j \leq m$.

C. The Inverse Distance Weighting (IDW)

The inverse distance weighting technique [11] is a well known approach that puts different weights to stations according to their distance the target field. Different from the NN algorithm, the IDW algorithm estimates the field climate by interpolation of many stations, with a reasonable weighting concept that stations close to the field are of greater influences. Let $I(s_i, F)$ be the inverse distance weight for station $s_i$ when estimating the climate of field $F$. The IDW algorithm can be implemented as follows.

\[ I(s_i, F) = \frac{1}{D(s_i, F)^p} \]

Step 2: Compute $I(s_i, F)$.

Step 3: Compute $\hat{c}_{i,j} = \frac{\sum_{i=1}^{n} I(s_i, F) \times c_{i,j}}{\sum_{i=1}^{n} I(s_i, F)}$ for $1 \leq j \leq m$.

In the IDW algorithm, the variable $p$ is used to control the inverse weight, which is often set from 1 to 3.

D. The Kriging with Partial Least Square (KPLS)

In geostatistics, the Kriging method [12][13] gives the best linear unbiased prediction for an unmeasured point (such as the field $F$ in this paper) by optimizing the weights of stations with the technique of regression. Therefore, the climate of $F$ can be expressed as

\[ \hat{c}_{i,j} = w_{i,1,j} \times c_{i,1,j} + w_{i,2,j} \times c_{i,2,j} + \ldots + w_{i,n,j} \times c_{i,n,j} \]

(1)

where each $w_{i,j}$ is the optimized weight for station $s_i$ which is determined by regression over historical data. Since there could be no historical data on $F$, an alternative approach is to treat each $s_i$ as $F$, solving the following $n$ regressions.

\[ c_{i,1,j} = 0 \times c_{i,1,j} + w_{1,2,j} \times c_{i,2,j} + w_{1,3,j} \times c_{i,3,j} + \ldots + w_{1,n,j} \times c_{i,n,j} \]

\[ c_{i,2,j} = w_{2,1,j} \times c_{i,1,j} + 0 \times c_{i,2,j} + w_{2,3,j} \times c_{i,3,j} + \ldots + w_{2,n,j} \times c_{i,n,j} \]

\[ c_{i,3,j} = w_{3,1,j} \times c_{i,1,j} + w_{3,2,j} \times c_{i,2,j} + 0 \times c_{i,3,j} + \ldots + w_{3,n,j} \times c_{i,n,j} \]

\[ \vdots \]

\[ c_{i,n,j} = w_{n,1,j} \times c_{i,1,j} + w_{n,2,j} \times c_{i,2,j} + w_{n,3,j} \times c_{i,3,j} + \ldots + 0 \times c_{i,n,j} \]

Note that the historical climate data from stations at various time $t$ can be used as the sample data for regression. By the above formula, we can derive $n$ weighting vectors, each of size $n$, for estimating $c_{i,1,j}$, $c_{i,2,j}$, ..., $c_{i,n,j}$. To estimate $c_{i,1,j}$ from stations other than $s_i$, the weight $c_{i,1,j}$ of is set to zero. There are total $n \times m$ such weighting vectors for regression because $1 \leq j \leq m$.

Here we adopt the partial least square technique (PLS) [5] to accomplish the regression, because of its good performance in previous work [14][15]. The detailed explanation of PLS is omitted, because it is beyond the scope of this paper.
regression. The obtained \( n \times m \) weighting vectors can be realized as the relationship of climates between stations. With these vectors, the climate of some field \( F \) can be estimated by first computing the \( 1 \times n \) weighting vector \( W_F \) for \( F \) by spacial interpolation, and then multiply \( W_F \) with observed climates from all weather stations.

E. The IDW with Altitude Filter (IDWAF)

Compared with the Kriging method, the IDW algorithm has both merits and shortcomings. In general, IDW is a much simpler algorithm for implementation, which also offers a reasonable weighting scheme with inverse distances. However, unlike the Kriging method, the weights derived from IDW may fail to reflect the true relationships between stations. For example, when applying the Euclidean distance to compute \( D(s_i, F) \) between \( s_i \) (located at \((lon_i, lat_i, alt_i)) \) and \( F \) (located at \((F_{lon}, F_{lat}, F_{alt}))) \), the longitude and the latitude usually dominates \( D(s_i, F) \), and the difference between \( alt_i \) and \( F_{alt} \) becomes insignificant. This phenomenon would cause an improper ignorance of the environmental lapse rate (ELR). To reduce such problem but keep the efficiency of IDW, we propose an enhanced IDW algorithm with an altitude filter, which ignores the stations with altitude much higher or lower than \( F \). Let \( \sigma_{alt} \) be the standard deviation for the altitudes of all stations, and \( \alpha \) be the parameter for controlling the altitude filter. The newly proposed algorithm is implemented as follows, in which some stations are ignored by setting the distance to infinity.

\[
\text{Step 1: Compute the distance } D(s_i, F) \text{ between } s_i \text{ and } F \text{ for } 1 \leq i \leq n. 
\]

\[
\text{Step 2: Set } D(s_i, F) = \infty \text{ if } |alt_i - F_{alt}| > \alpha \sigma_{alt}.
\]

\[
\text{Step 3: Compute } I(s_i, F) = \frac{1}{D(s_i, F)^\beta}.
\]

\[
\text{Step 4: Compute } \hat{c}_{i,F,j} = \frac{\sum_{i=1}^{n} I(s_i, F) \times C_{i,j}}{\sum_{i=1}^{n} I(s_i, F)} \text{ for } 1 \leq j \leq m.
\]

If Step 2 happens to ignore all stations, the station with altitude closest to \( F \) will be picked as the climate indicator, whose observed data is treated as the climate of \( F \). In this paper, we set \( \alpha = 1 \).

III. EXPERIMENTS

In our experiment, we adopt the hourly records from 29 official stations of CWB as the source of climate data. The information of these 29 stations is shown in Table I.

We perform the leave-one-out cross validation on these 29 stations, and the period is from January 1st, 2015 to March 31st, 2014 as the training data. The error curves of the four algorithms over 29 stations are summarized in Fig. 1, in which the errors of estimation is further averaged and quantified as a ratio to the standard deviation of the real observed climate. From Fig. 1, one can see that the errors of temperature and insolation are less than those of other climates. In addition, the KPLS and IDWAF achieve better results.
In Fig. 2, we provide an example for managing a farmland located in the county of Chiayi using the S.A.M.P. With the cloud service of S.A.M.P., the locations of weather stations and farmlands are visualized for ease of management, as shown in Fig. 2(a). In addition, we adopt the KPLS algorithm to estimate the climate of
the target farmland, as shown in Fig. 2(b). From our experiment, we notice that insolation and temperature are
the two types of climate most suitable to be estimated by interpolations. To illustrate the detailed performance of
the four interpolation algorithms, in Fig. 3 and Fig. 4 we show the comparison of IDWAF and KPLS for the
temperature and insolation of Chiayi station, which is the station closest to the example farmland. One can see that
KPLS is the most reliable algorithm, and IDWAF is an alternative algorithm for reducing the complexity of
computation.

Figure 3. The temperature of Chiayi (No. 21) station.

Figure 4. The insolation of Chiayi (No. 21) station.

IV. CONCLUSION

In this paper, we devise an agri-management tool for tracking the climate of farmland, which is implemented
on the S.A.M.P. There are four interpolation algorithms available in this tool, and the performances of them are
verified by the open data obtained from 29 official stations of CWB in Taiwan. According to our experimental
results, the temperature and insolation are suitable climates to be estimated by interpolation algorithms, which help to reduce the cost of building weather stations. In addition, the KPLS algorithm is recommended if the historical climate data is available. At the same time, the IDWAF algorithm is a good alternative without consideration to historical data. For future study, we will utilize non-linear techniques [17] to improve the Kriging approach. We will also apply our result to find the relationship between climates and yields, designing a decision support system for production management.
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