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Abstract—Background is the numerous attempts were made 

to predict motifs in genomic sequences that correspond to 

poly (A) tail signals. Vast portion of this effort has been 

directed to a plethora of nonlinear classification methods. 

Even when such approaches yield good discriminant results, 

identifying dominant features of regulatory mechanisms 

nevertheless remains a challenge. In this work, we look at 

decision rules that may help identifying such features. 

Findings are we present a simple decision rule for 

classification of candidate poly (A) tail signal motifs in 

human genomic sequence obtained by evaluating features 

during the construction of gradient boosted trees. We found 

that values of a single feature based on the frequency of 

adenine in the genomic sequence surrounding candidate 

signal and the number of consecutive adenine molecules in a 

well-defined region immediately following the motif displays 

good discriminative potential in classification of poly (A) tail 

motifs for samples covered by the rule. Conclusions is the 

resulting simple rule can be used as an efficient filter in 

construction of more complex poly(A) tail motifs 

classification algorithms.  
 

Index Terms—poly (A) tails, decision rules, genomic 

sequences, machine learning, classification. 

 

I. INTRODUCTION 

Polyadenilation is a process in which an mRNA 

molecule is terminated (appended) with a contiguous 

sequence of adenine molecules, primarily to improve the 

stability of the resulting molecule [1]. The starting 

position of this extension in mRNA is signaled by the 

sequence of nucleotides in mRNA, typically six 

nucleotides long, referred to as poly (A) signal. Large 

amount of work done so far relates to finding this signal 

in mRNA molecules, which in effect constrains the 

number of candidate signals. However, a closely related, 

but a more complex problem is to predict the location that 

corresponds to the polyadenilation signal in the primary 

genome that would be transcribed into the actual poly (A) 
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signal in the resulting mRNA. This problem is important 

for functional analysis of genomic sequences. Generally, 

the sequences in the primary genomic sequence that 

correspond to actual poly(A) signal sequences (poly(A) 

tail motifs) are known, although their composition varies 

across species [2], [3]. In addition, there are typically 

several motifs indicating the true poly (A) signal, with 

varying degree of prominence. The analysis in this paper 

deals with polyadenilation in the human genome. The 

presence of these motifs in genomic sequence, however, 

is necessary, but not the sufficient condition for their 

translation to poly (A) signals. Therefore, this process can 

be reduced to the corresponding problem of binary 

classification of candidate motifs in the genomic 

sequence. Given a motif, together with its surroundings, 

the classification algorithm makes a prediction whether 

the given motif will correspond to a true polyadenilation 

signal or not. Many tools [4], [5], [6], [7], [8] were 

developed with a specific aim of performing such 

classification. In most cases these are implemented as 

neural networks, support vector machines, etc. utilizing 

model features (either statistical or physicochemical) 

derived from the sequences surrounding the motifs. It is, 

however, difficult to enunciate the dominant features 

implicated in the regulation of this process. For that 

reason, we build a predictive model based on decision 

trees to make identification of dominant features more 

feasible.  

II. METHODOLOGY AND FINDINGS 

The dataset used in this work was downloaded from [9] 

and contains 7370 positive and an equal number of 

negative samples in total for 12 variants of major human 

poly (A) signals. We therefore construct our samples to 

be used in building of the decision rules accordingly and 

each such sample represents the sequence of 100 

nucleotides upstream of the 6-nucleotide motif (i.e. on the 

5’ side of the motif) and 100 downstream (on the 3’ side 
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of the motif). The sequences, including the motifs are 

thus 206 nucleotides in length. When analyzing these 

sequences, we use information in the nucleotide 

sequences surrounding the motifs, but not the nucleotide 

sequences within the motifs themselves. Part of the 

reason behind this strategy is that there are 12 

polyadenilation signals in human genome which would 

firstly complicate analysis with uncertain payoff, and 

secondly it is questionable how much information from 

the motif is actually utilized by the polyadenilation 

regulatory mechanisms as the vast majority of poly(A) 

motifs in the primary genomic sequence are false (i.e. the 

corresponding sequences in mRNA are not poly(A) 

signals). 

TABLE I. THRESHOLD VALUES AND CLASSIFICATION PERFORMANCE FOR 90% AND 95% CONFIDENCE FOR SEGMENTED DATASET 

Adenine frequency 
range Number of 

samples in bin 

Target 
conf. 

level 

Rule 

threshold 

Rule coverage  
(samples per class per bin) 

Rule 
coverage (of 

total) min max Total Pos Neg 

0 0.295 

Bin 1 

90% 
Pos 0.00400 2104 1894 210 

77.42% 

Total 
3818 

Neg 0.02000 852 77 775 

Positive 

2488 

95% 
Pos 0.00048 1220 1159 61 

47.72% 

Negative 
1330 

Neg 0.04700 602 30 572 

0.295 0.340 

Bin 2 

90% 

 
Pos 0.00500 1770 1598 172 

76.79% 

Total 
3679 

 

Neg 0.02800 1055 98 957 

Positive 

2151 

95% 

 
Pos 0.00200 1342 1279 63 

55.64% 

Negative 
1528 

 

Neg 

 

0.03700 

 

705 

 

31 

 

674 

0.340 0.390 

Bin 3 

90% 

 
Pos 0.00400 1368 1233 135 

80.78% 

Total 
3730 

 

Neg 0.01700 1645 162 1483 

Positive 

1751 

95% 

 
Pos 0.00120 1107 1052 55 

63.14% 

Negative 
1979 

 

Neg 0.03000 1248 61 1187 

0.390 1 

Bin 4 

90% 
 

 

Pos 

 

0.0023 

 

619 

 

560 

 

59 
91.43% 

Total 
3513 

 

Neg 0.00780 2593 256 2337 

Positive 

980 

95% 

 
Pos 0.00029 133 127 6 

61.80% 

Negative 

2533 
 
Neg 0.02420 2038 101 1937 

Total coverage for confidence 90% 81.45% 

Total coverage for confidence 95% 56.95% 

 

To derive the rules we used relative importance 

(influence) of features evaluated during the construction 

of gradient boosted trees [10]-[12]. Among others, we 

considered features based on frequencies of all possible 

substrings of length at most three in the alphabet {A, C, 

G, T}, separately for upstream and downstream regions 

surrounding the motif. The most important frequency 

features found were the frequency of adenine in the 

upstream and the frequencies of adenine molecules and 

adenine molecule triplets in the downstream region. 
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Based on these findings we selected as one model feature 

FA the frequency of occurrence of adenine molecules in a 

sequence but, as previously remarked, without the 

considering those within the motif. 

Further investigation revealed that features based on 

lengths of contiguous adenine chains does have some 

predictive power and based on a systematic exploration in 

the sequence space we selected the feature C(A) that 

represents the maximum length of contiguous adenine 

chains in the region of 33 base pairs immediately 

following the motif on the 3’ side as the feature with the 

best predictive power. We found that FA is negatively and 

C(A) positively correlated with the probability of the 

enclosed motif to be a true poly(A) signal. Thus we 

combined these observations into a single feature FVAL = 

FA
 C(A)

 that turned out to be the most important among the 

considered predictive models.  

For each target confidence level t  {90%, 95%} we 

select a pair of thresholds {PosThreshold(t), 

NegThreshold(t)} such that the following two rules apply:  

(1)If FVAL < PosTreshold(t) then the sample is 

classified as containing a true signal motif;   

(2)If FVAL > NegThreshold(t) then the sample is 

classified as containing a false signal motif.  

The results of this analysis are shown in Table I. The 

confidence levels represent the percentage of true 

positives or true negatives classified correctly by this rule 

and therefore correspond to the sensitivity and specificity 

of the predictive power of the rule within the rule 

coverage area. The coverage refers to the proportion of 

all samples considered in the original dataset that are 

covered by rules (1) and (2). We noticed however, that 

the value for confidence of the rules varies with values of 

FA and in order to assess the predictive power of the rules 

above more accurately and establish the values of 

threshold in such a way to maximize the predictive power 

of the model, we increased the granularity of the analysis. 

For that reason we categorized samples from the original 

dataset into a four bins that correspond to the quartiles of 

distribution of FA as we believe that quartiles represent an 

adequate compromise between increasing the complexity 

of the rule and the improvement in the rule accuracy. The 

thresholds in (1) and (2) are then calculated for each of 

the bins and the results are shown in Table I. The 

coverage refers to the coverage for individual bins, 

whereas the total coverage is summarized at the bottom 

of Table I. We notice that the coverage is higher for 90% 

confidence case than in the case for 95%, as expected. 

The main advantage of this predictive rule is that it is not 

sensitive to variant of poly (A) signal motif. In most cases, 

the existing prediction tools deal with only one variant or, 

alternatively, they represent an ensemble of separate rules 

built for each variant. 

III. CONCLUSIONS 

This decision rules derived in this work are intended to 

attempt to identify features relevant to polyadenilation 

process that are derived from the sequences surrounding 

the poly (A) signal motifs in human genome. It is hoped 

that utilization of decision rules may provide an 

additional insight into the genome structure. The current 

findings should be viewed as an initial step towards that 

objective. Further efforts are required to broaden the 

coverage by the ensemble of decision trees for 

polyadenilation process. In addition, similar approaches 

can be used for classification of other genomic signals. 

The reported simple rule shows good discriminating 

power on available data within the applicable coverage 

area. Since the dataset we used is smaller than the set of 

transcripts, it therefore represents a subset of poly (A) 

signals and further work should be done on extended 

human data as well as the genomes of higher mammalian 

species. This could potentially reveal conserved 

regulatory features. At present, we believe that the rule in 

the form presented here could be useful as a filter in 

building more complex poly (A) signal motif classifiers.  
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