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Abstract— With the increasing availability of electronic 
documents and the rapid growth of the World Wide Web, 
the task of automatic categorization of documents became 
the key method for organizing the information and know-
ledge discovery. Proper classification of e-documents, online 
news, blogs, e-mails and digital libraries need text mining, 
machine learning and natural language processing tech-
niques to get meaningful knowledge. The aim of this paper 
is to highlight the important techniques and methodologies 
that are employed in text documents classification,  while at 
the same time making awareness of some of the interesting 
challenges that remain to be solved, focused mainly on text 
representation and machine learning techniques. This paper 
provides a review of the theory and methods of document 
classification and text mining, focusing on the existing litera-
ture.  

Index Terms— Text mining, Web mining, Documents 
classification, Information retrieval. 

I. INTRODUCTION 

The text mining studies are gaining more importance re-
cently because of the availability of the increasing num-
ber of the electronic documents from a variety of sources. 
The resources of unstructured and semi structured infor-
mation include the word wide web, governmental elec-
tronic repositories, news articles, biological databases, 
chat rooms, digital libraries, online forums, electronic 
mail and  blog repositories. Therefore, proper classifica-
tion and knowledge discovery from these resources is an 
important area for research. 

Natural Language Processing (NLP), Data Mining, and 
Machine Learning techniques work together to automati-
cally classify and discover patterns from the electronic 
documents. The main goal of text mining is to enable 
users to extract information from textual resources and 
deals with the operations like, retrieval, classification 

(supervised, unsupervised and semi supervised) and 
summarization. However how these documented can be 
properly annotated, presented and classified. So it con-
sists of several challenges, like proper annotation to the 
documents, appropriate document representation, dimen-
sionality reduction to handle algorithmic issues [1], and 
an appropriate classifier function to obtain good generali-
zation and avoid over-fitting. Extraction, Integration and 
classification of electronic documents from different 
sources and knowledge discovery from these documents 
are important for the research communities.  

Today the web is the main source for the text documents, 
the amount of textual data available to us is consistently 
increasing, and approximately 80% of the information of 
an organization is stored in unstructured textual format 
[2], in the form of reports, email, views and news etc. The 
[3] shows that approximately 90% of the world’s data is 
held in unstructured formats, so Information intensive 
business processes demand that we transcend from simple 
document retrieval to knowledge discovery. The need of 
automatically retrieval of useful knowledge from the 
huge amount of textual data in order to assist the human 
analysis is fully apparent [4]. 

Market trend based on the content of the online news ar-
ticles, sentiments, and events is an emerging topic for 
research in data mining and text mining community [5]. 
For these purpose state-of-the-art approaches to text clas-
sifications are presented in [6], in which three problems 
were discussed: documents representation, classifier con-
struction and classifier evaluation. So constructing a data 
structure that can represent the documents, and construct-
ing a classifier that can be used to predicate the class la-
bel of a document with high accuracy, are the key points 
in text classification.  

One of the purposes of research is to review the available 
and known work, so an attempt is made to collect what’s 
known about the documents classification and representa-
tion. This paper covers the overview of syntactic and se-
mantic matters, domain ontology, tokenization concern 
and focused on the different machine learning techniques 
for text classification using the existing literature. The 
motivated perspective of the related research areas of text 
mining are: 

Information Extraction (IE) methods is aim to extract 
specific information from text documents. This is the first 
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approach assumes that text mining essentially corres-
ponds to information extraction. 

Information Retrieval (IR) is the finding of documents 
which contain answers to questions. In order to achieve 
this goal statistical measures and methods are used for 
automatic processing of text data and comparison to the 
given question. Information retrieval in the broader sense 
deals with the entire range of information processing, 
from data retrieval to knowledge retrieval [7]. 

Natural Language Processing (NLP) is to achieve a better 
understanding of natural language by use of computers 
and represent the documents semantically to improve the 
classification and informational retrieval process. Seman-
tic analysis is the process of linguistically parsing sen-
tences and paragraphs into key concepts, verbs and prop-
er nouns. Using statistics-backed technology, these words 
are then compared to the taxonomy.  

Ontology is the explicit and abstract model representation 
of already defined finite sets of terms and concepts, in-
volved in knowledge management, knowledge engineer-
ing, and intelligent information integration [23]. 

In this paper we have used system literature review 
process and followed standard steps for searching, screen-
ing, data-extraction, and reporting. 

First of all we tried to search for relevant papers, presen-
tations, research reports and policy documents that were 
broadly concerned with documents classification or text 
mining. We identified appropriate electronic databases 
and websites. Potentially relevant papers were identified 
using the electronic databases and websites, Such as 
IEEE Explore, Springer Linker, Science Direct, ACM 
Portal and Googol Search Engine. For best and consistent 
search a systematic search strategy was adopted. Proper 
keywords, queries, and phrases were derived from the 
desired research question. These keywords were arranged 
into categories and related keywords were arranged. 
Some facilities of digital libraries like sort by year etc 
were also used. The search keywords were refined to in-
clude only those words which have produced successful 
results. We used boolean logic for efficient searching, for 
example (Classification OR text OR recommendations). 
We also tried combination of words like Text Mining, 
Trend and Ontology analysis, Documents classification 
and Subjectivity Analysis etc.  

Each search results were checked and assessed on screen 
to find relevance for inclusion and exclusion with the 
criteria that we made two categories of papers i.e. in or 
before 2000 and after 2000. The following studies were 
included: The result statements written in English, The 
research is conducted after 1980, Published and/or unpub-
lished research, focused on documents classification, Ma-
chine Learning and Natural Language Processing (NLP). 
The non English writing and study before 1980 were ex-
cluded.   

To find evidence and check the quality of papers we car-
ried out an in-depth study of the results provided from the 
research. In our future work we will try to make this step 

more strong and effective. We have tried to get some re-
ports drawn using tables and graphs on the basis of exist-
ing studies.  

The rest of the paper is organized as follows. In Section 2 
an overview of documents representation approaches, 
Section 3 presents document classification models, in 
Section 4 new and hybrid techniques were presented. 
Section 5 consists of comparative study of different me-
thods and finally in Section 6, some discussions and con-
clusion were made. 

II DOCUMENTS REPRESENTATION 

The documents representation is one of the pre-
processing technique that is used to reduce the complexi-
ty of the documents and make them easier to handle, the 
document have to be transformed from the full text ver-
sion to a document vector. Text representation is the im-
portant aspect in documents classification, denotes the 
mapping of a documents into a compact form of its con-
tents. A text document is typically represented as a vector 
of term weights (word features) from a set of terms (dic-
tionary), where each term occurs at least once in a certain 
minimum number of document. A major characteristic of 
the text classification problem is the extremely high di-
mensionality of text data. The number of potential fea-
tures often exceeds the number of training documents. A 
definition of a document is that it is made of a joint mem-
bership of terms which have various patterns of occur-
rence. Text classification is an important component in 
many informational management tasks, however with the 
explosive growth of the web data, algorithms that can 
improve the classification efficiency while maintaining 
accuracy, are highly desired [8]. 

Documents pre-processing or dimensionality reduction 
(DR) allows an efficient data manipulation and represen-
tation. Lot of discussions on the pre-processing and DR 
are there in the current literature and many models and 
techniques have been proposed. DR is a very important 
step in text classification, because irrelevant and redun-
dant features often degrade the performance of classifica-
tion algorithms both in speed and classification accuracy 
and also its tendency to reduce overfitting. 

DR techniques can classified into Feature Extraction (FE) 
[11] and Feature Selection (FS) approaches, as discussed 
below. 

A. Feature Extraction 
 The process of pre-processing is to make clear the border 
of each language structure and to eliminate as much as 
possible the language dependent factors, tokenization, 
stop words removal, and stemming [10]. FE is the fist 
step of pre processing which is used to presents the text 
documents into clear word format. So removing stop 
words and stemming words is the pre-processing tasks 
[12]. The documents in text classification are represented 
by a great amount of features and most of them could be 
irrelevant or noisy [9]. DR is the exclusion of a large 
number of keywords, base preferably on a statistical 
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process, to create a low dimension vector [13]. DR tech-
niques have inward much attention recently because ef-
fective dimension reduction make the learning task more 
efficient and save more storage space [14].  Commonly 
the steeps taken please for the feature extractions (Fig.1) 
are:  

Tokenization: A document is treated as a string, and then 
partitioned into a list of tokens.  

Removing stop words: Stop words such as “the”, “a”, 
“and”… etc are frequently occurring, so the insignificant 
words need to be removed. 

Stemming word: Applying the stemming algorithm that 
converts different word form into similar canonical form. 
This step is the process of conflating tokens to their root 
form, e.g. connection to connect, computing to compute 
etc. 

 

Fig. 1   Document Classification Process 

B.  Feature Selection 
After feature extraction the important step in pre-
processing of text classification, is feature selection to 
construct vector space, which improve the scalability, 
efficiency and accuracy of a text classifier. In general, a 
good feature selection method should consider domain 
and algorithm characteristics [15]. The main idea of FS is 
to select subset of features from the original documents. 
FS is performed by keeping the words with highest score 
according to predetermined measure of the importance of 
the word [9].The selected features retains original physi-
cal meaning and provide a better understanding for the 
data and learning process [11]. For text classification a 
major problem is the high dimensionality of the feature 
space. Almost every text domain has much number of 
features, most of these features are not relevant and bene-
ficial for text classification task, and even some noise 
features may sharply reduce the classification accuracy 
[16]. Hence FS is commonly used in text classification to 
reduce the dimensionality of feature space and improve 
the efficiency and accuracy of classifiers. 

There are mainly two types of feature selection methods 
in machine learning; wrappers and filters. Wrappers use 

the classification accuracy of some learning algorithms as 
their evaluation function. Since wrappers have to train a 
classifier for each feature subset to be evaluated, they are 
usually much more time consuming especially when the 
number of features is high. So wrappers are generally not 
suitable for text classification. As opposed to wrappers, 
filters perform FS independently of the learning algo-
rithm that will use the selected features. In order to eva-
luate a feature, filters use an evaluation metric that meas-
ures the ability of the feature to differentiate each class 
[17]. In text classification, a text document may partially 
match many categories. We need to find the best match-
ing category for the text document. The term (word) fre-
quency/inverse document frequency (TF-IDF) approach 
is commonly used to weight each word in the text docu-
ment according to how unique it is. In other words, the 
TF-IDF approach captures the relevancy among words, 
text documents and particular categories. 

Some of the recent literature shows that works are in 
progress for the efficient feature selection to optimize the 
classification process. A novel feature selection method is 
presented in [17], in which the degrees of deviation from 
poison distribution are utilized to select informative fea-
tures. Based on ant colony optimization a new feature 
selection algorithm is presented in [18], to improve the 
text categorization.  Also in [19] the authors introduced a 
new weighting method based on statistical estimation of 
the importance of a word categorization problem. The 
[20] proposed a new feature scaling method, called class–
dependent–feature–weighting (CDFW) using naive Bayes 
(NB) classifier.  

Many feature evaluation metrics have been explored, not-
able among which are information gain (IG), term fre-
quency, Chi-square, expected cross entropy, Odds Ratio, 
the weight of evidence of text, mutual information, Gini 
index. Term frequency and document frequency (TF/DF) 
(Table-1) etc. A good feature selection metric should 
consider problem domain and algorithm characteristics.  

The authors in [21] focused on the document representa-
tion techniques and demonstrate that the choice of docu-
ment representation has a profound impact on the quality 
of the classifier. They used the centroid-based text clas-
sifier, which is a simple and robust text classification 
scheme, and compare four different types of document 
representations: N-grams, Single terms, phrases and RDR 
which is a logic-based documents representation. The N-
gram is a string-based representation with no linguistic 
processing. The Single term approach is based on words 
with minimum linguistic processing. The phrase approach 
is based on linguistically formed phrases and single 
words. The RDR is based on linguistic processing and 
representing documents as a set of logical predicates. In 
[22] the authors present significantly more efficient in-
dexing and classification of large document repositories, 
e.g. to support information retrieval over all enterprise 
file servers with frequent file updates. 

 

Feature Selection 

Learning Algorithm 

Vector Representation  

Read Documents 
Tokenize Text 

Stopwords 

Stemming 
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C.  Semantic and Ontology Base Documents   
Representation 
This section focused no the semantic, ontology tech-
niques, language and the associated issues for documents 
classification. According to [44] the statistical techniques 
are not sufficient for the text mining. Better classification 
will be performed when consider the semantic under con-
sideration. Ontology is a data model that represents a set 
of concepts within a domain and the relationships be-
tween those concepts. It is used to reason about the ob-
jects within that domain. Ontology is the explicit and 
abstract model representation of already defined finite 
sets of terms and concepts, involved in knowledge man-
agement, knowledge engineering, and intelligent informa-
tion integration [23].The characteristics of objects and 
entities (individuals, instances) is a real thing and associa-
tion (relations) with attribute is used for the titles of the 
two concepts or entities.  Ontology is divided into three 
categories i.e., Natural Language Ontology (NLO), Do-
main Ontology (DO) and Ontology Instance (OI) [24]. 
NLO is the relationship between general lexical tokens of 
statements based on natural language, DO is the know-
ledge of a particular domain and OI is the automatically 
generated web page behaves like an object. Web Ontolo-
gy Language (OWL) is the ontology support language 
derived from America DAPRA Agent Markup Language 
(DAML) and based on ontology, inference and European 
Ontology Interchange Language (OIL)[25]. OWL claims 
to be an extension in Resource Description Framework 
(RDF)[26]. In expressing logical statements because it 
not only describe classes and properties but also provides 

the concepts of namespace, import, cardinality relation-
ship between the classes and enumerated classes. Ontolo-
gy has been proposed for handling semantically hetero-
geneity when extracting informational from various text 
sources such as internet [27]. 

Machine learning algorithms automatically builds a clas-
sifier by learning the characteristics of the categories 
from a set of classified documents, and then uses the clas-
sifier to classify documents into predefined categories. 
However, these machine learning methods have some 
drawbacks: (1) In order to train classifier, human must 
collect large number of training text terms, the process is 
very laborious. If the predefined categories changed, 
these methods must collect a new set of training text 
terms. (2) Most of these traditional methods haven't con-
sidered the semantic relations between words, so it is dif-
ficult to improve the accuracy of these classification me-
thods [6]. (3) The issue of translatability, between one 
natural language into another natural language. These 
types of issues identify that machine understanding sys-
tems are facing problems. Such issues are discussed in the 
literature, some of these may be addressed if we have 
machine readable ontology [32], and that’s why this is 
and important potential area for research.  

During the text mining process, ontology can be used to 
provide expert, background knowledge about a domain. 
Some resent research shows the importance of the domain 
ontology in the text classification process, the [27] 
presents automatic classification of incoming news using 
hierarchical news ontology, based on this classification 
on one hand, and on the users' profiles on the other hand, 

TABLE 1. FEATURE SELECTION TECHNIQUES 
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the personalization engine of the system is able to provide 
a personalized paper to each user on to her mobile read-
ing device. A novel ontology-based automatic classifica-
tion and ranking method is represented in [34] where 
Web documents are characterized by a set of weighted 
terms, categories are represented by ontology. In [35] the 
authors presented an approach towards mining ontology 
from natural language, in which they considered a do-
main-specific dictionary for telecommunications docu-
ments.  

 How to include user context and preferences in the form 
of an ontology in order to classify unstructured docu-
ments into useful categories and the use of a context-
based free text interpreter (CFTI) [36], which performs 
syntactical analysis and lexical semantic processing of 
sentences, to derive a description of the content of the 
unstructured documents, with relevance to the context of 
the user. In [38] the authors presented a novel text catego-
rization method based on ontological knowledge that 
does not require a training set. Also an Automatic Docu-
ment Classifier System based on Ontology and the Naïve 
Bayes Classifier is proposed in [39]. 

Ontology’s have shown their usefulness in application 
areas such as knowledge management, bioinformatics, e-
learning, intelligent information integration [40], infor-
mation brokering [41] and natural-language processing 
[42]. Now it is the positional and challenging area for text 
classification. 

Semantic analysis is the process of linguistically parsing 
sentences and paragraphs into key concepts, verbs and 
proper nouns. Using statistics-backed technology, these 
words are then compared to taxonomy (categories) and 
grouped according to relevance [43]. Better classification 
will be performed when consider the semantic under con-
sideration, so the semantically representation of text and 
web document is the key challenge for the documents 
classification and knowledge management. Recently 
many researchers addressed such types of issues. 

The authors in [45] present the ambiguity issues in natu-
ral language text and present anew technique for resoling 
ambiguity problem in extracting concept/entity from the 
text which can improve the document classification 
process. Multilingual text representation and classifica-
tion is on of the main and challenging issue in text classi-
fication. 

In [37] the idea of workflow composition is presented, 
and addressed the important issues of semantic descrip-
tion of such as services for particular text mining task. 
Moreover, there are other two open problems in text min-
ing:  polysemy, synonymy. Polysemy refers to the fact 
that a word can have multiple meanings. Distinguishing 
between different meanings of a word (called word sense 
disambiguation) is not easy, often requiring the context in 
which the word appears. Synonymy means that different 
words can have the same or similar meaning.  Some of 
the natural language issues that should be consider during 
the text mining process shown in overview [46] is listed 
below in Table-2. 

TABLE 2.  SEMANTIC ISSUES FOR DOCUMENTS CLASSIFICATION 

Sentence 
Splitting 

How we Identifying sentence boundaries in a document. 

Tokenization How the documents are tokenized and tokens are re-
corded or annotated, by word or phrase. This is impor-
tant because many down stream components need the 
tokens to be clearly identified for analysis. 

Part-of-
Speech (pos) 
Tagging 

What about the part of speech characteristics and the 
data annotation. How such components are assigning a 
pos tag to token pos information. 

Stop word 
list 

How stop word list will be taken, and which words are 
to consider as stop word in which domain. 

Stemming If we reduce the words to their stems, how it will affect 
the meaning of the documents.  

Noisy Data Which steps are required for the document to be clear 
from noisy data. 

Word Sense How we clarify the meaning of the word in the text, 
ambiguity problem. 

Collocations  What about the compound and technical terms. 

Syntax  How should make a syntactic or grammar analysis. 
What about data dependency, anaphoric problems. 

Text Repre-
sentation 

Which will be more important for representation of the 
documents: Phrases, Word or Concept and Noun or 
adjective? And for this which techniques will be feasible 
to use. 

Domain and 
data under-
standing for 
Ontology  

How to define the area, data availability and its relation 
for ontology construction. 

Semantically representation of documents is the challeng-
ing area for research in text mining. By proper implanta-
tion of this will be improve the classification and the in-
formation retrieval process. 

III  MACHINE LEARNING TECHNIQUES 
The documents can be classified by three ways, un-
supervised, supervised and semi supervised methods. 
Many techniques and algorithms are proposed recently 
for the clustering and classification of electronic docu-
ments. This section focused on the supervised classifica-
tion techniques, new developments and highlighted some 
of the opportunities and challenges using the existing 
literature. The automatic classification of documents into 
predefined categories has observed as an active attention, 
as the internet usage rate has quickly enlarged. From last  
few years , the task of automatic text classification have 
been extensively studied and rapid progress seems in this 
area, including the machine learning approaches such as 
Bayesian classifier, Decision Tree, K-nearest neigh-
bor(KNN), Support Vector Machines(SVMs), Neural 
Networks, Latent Semantic Analysis, Rocchio’s Algo-
rithm, Fuzzy Correlation and Genetic Algorithms etc.  
Normally supervised learning techniques are used for 
automatic text classification, where pre-defined category 
labels are assigned to documents based on the likelihood 
suggested by a training set of labelled documents. Some 
of these techniques are described below. 
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A. Rocchio’s Algorithm 
Rocchio’s Algorithm [75] is a vector space method for 
document routing or filtering in informational retrieval, 
build prototype vector for each class using a training set 
of documents, i.e. the average vector over all training 
document vectors that belong to class ci, and calculate simi-
larity between test document and each of prototype vec-
tors, which assign test document to the class with maxi-
mum similarity. 

 
(1) 

When given a category, the vector of documents belong-
ing to this category is given a positive weight, and the 
vectors of remaining documents are given negative 
weight. The positively and negatively weighted vectors, 
the prototype vector of this category is obtained. 

 

 

 

 

 

 

 

Fig .2    Rocchio Optimal query for separating relevant and non relevant 
documents 

This algorithm [61] is easy to implement, efficient in 
computation, fast learner and have relevance feedback 
mechanism but low classification accuracy. Linear com-
bination is too simple for classification and constant α 
and β are empirical. This is a widely used relevance feed-
back algorithm that operates in the vector space model 
[76]. The researchers have used a variation of Rocchio’s 
algorithm in a machine learning context, i.e., for learning 
a user profile from unstructured text [77] [78], the goal in 
these applications is to automatically induce a text clas-
sifier that can distinguish between classes of documents. 

B. K-nearest neighbor (k-NN) 
The k-nearest neighbor algorithm (k-NN) [66] is used to 
test the degree of similarity between documents and k 
training data and to store a certain amount of classifica-
tion data, thereby determining the category of test docu-
ments. This method is an instant-based learning algorithm 
that categorized objects based on closest feature space in 
the training set [62]. The training sets are mapped into 
multi-dimensional feature space. The feature space is 
partitioned into regions based on the category of the train-
ing set. A point in the feature space is assigned to a par-
ticular category if it is the most frequent category among 
the k nearest training data. Usually Euclidean Distance is 
typically used in computing the distance between the vec-
tors. The key element of this method is the availability of 
a similarity measure for identifying neighbors of a partic-
ular document [62]. The training phase consists only of 

storing the feature vectors and categories of the training 
set. In the classification phase, distances from the new 
vector, representing an input document, to all stored vec-
tors are computed and k closest samples are selected. The 
annotated category of a document is predicted based on 
the nearest point which has been assigned to a particular 
category. 

 
(2) 

Calculate similarity between test document and each 
neighbour, and assign test document to the class which 
contains most of the neighbors. Fig.3. 

 
Fig. 3    k-Nearest Neighbor 

This method is effective, non parametric and easy to im-
plement. As compare to Rocchio algorithm more local 
characteristics of documents are considered, however the 
classification time is long and difficult to find optimal 
value of k. i.e., to analyze the k-NN and the Rocchio al-
gorithm, some shortcomings of each are identified in 
[56]. A new algorithm is proposed in [67] which incorpo-
rating the relationship of concept-based thesauri into doc-
ument categorization using a k-NN classifier, while [60] 
presents the use of phrases as basic features in the email 
classification problem and performed extensive empirical 
evaluation using large email collections and tested with 
three text classification algorithms, namely, a naive 
Bayes classifier and two k-NN classifiers using TF- IDF 
weighting and resemblance respectively. The k-nearest 
neighbor classification method is outstanding with its 
simplicity and is widely used techniques for text classifi-
cation. This method performs well even in handling the 
classification tasks with multi-categorized documents. 
The major drawback of this method is it uses all features 
in distance computation, and causes the method computa-
tionally intensive, especially when the size of training set 
grows. Besides, the accuracy of k-nearest neighbor classi-
fication is severely degraded by the presence of noisy or 
irrelevant features. 

C.    Decision Tree 

The decision tree rebuilds the manual categorization of 
training documents by constructing well-defined 
true/false-queries in the form of a tree structure. In a deci-
sion tree structure, leaves represent the corresponding 
category of documents and branches represent conjunc-
tions of features that lead to those categories. The well-
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organized decision tree can easily classify a document by 
putting it in the root node of the tree and let it run through 
the query structure until it reaches a certain leaf, which 
represents the goal for the classification of the document. 

 
Fig. 4    Decision Tree 

The decision tree classification method is outstanding 
from other decision support tools with several advantag-
es. The main advantage of decision tree is its simplicity in 
understanding and interpreting, even for non-expert users. 
Besides, the explanation of a given result can be easily 
replicated by using simple mathematics algorithms, and 
provide a consolidated view of the classification logic, 
which is a useful information of classification.  

It can be shown experimentally that text classification 
tasks frequently involve a large number of relevant fea-
tures [79]. Therefore, a decision tree’s tendency to base 
classifications on as few tests as possible can lead to poor 
performance on text classification. However, when there 
are a small number of structured attributes, the perfor-
mance, simplicity and understandability of decision trees 
for content-based models are all advantages. The [80] 
describe an application of decision trees for personalizing 
advertisements on web pages. 

The major risk of implementing a decision tree is it over 
fits the training data with the occurrence of an alternative 
tree that categorizes the training data worse but would 
categorize the documents to be categorized better [63]. 
This is due to the classification algorithm of decision tree 
is made to categorize training data effectively, however 
neglect the performance of classifying other documents. 
Besides, huge and excessively complex structure of tree 
is built from a dataset with very large number of entries.  

D.   Decision Rules Classification  

Decision rules classification method uses the rule-based 
inference to classify documents to their annotated catego-
ries [64] [65]. The algorithms construct a rule set that 
describe the profile for each category. Rules are typically 
constructed in the format of “IF condition THEN conclu-
sion”, where the condition portion is filled by features of 
the category, and the conclusion portion is represented 
with the category’s name or another rule to be tested. The 
rule set for a particular category is then constructed by 
combining every separate rule from the same category 
with logical operator, typically use “and” and “or”. Dur-
ing the classification tasks, not necessarily every rule in 
the rule set needs to be satisfied. In the case of handling a 
dataset with large number of features for each category, 
heuristics implementation is recommended to reduce the 

size of rules set without affecting the performance of the 
classification. The [49] presents a hybrid method of rule-
based processing and back-propagation neural networks 
for spam filtering, Instead of using keywords, this study 
utilize the spamming behaviours as features for describ-
ing emails. 

The main advantage of the implementation of decision 
rules method for classification tasks is the construction of 
local dictionary for each individual category during the 
feature extraction phase [64]. Local dictionaries are able 
to distinguish the meaning of a particular word for differ-
ent categories. However, the drawback of the decision 
rule method is the impossibility to assign a document to a 
category exclusively due to the rules from different rule 
sets is applicable to each other. Besides, the learning and 
updating of decision rule methods need extensive in-
volvement of human experts to construct or update the 
rule sets. Like the decision trees classification method, 
the decision rules method does not work well when the 
number of distinguishing features is large. 

E.   Naïve Bayes Algorithm 

Naïve Bayes classifier is a simple probabilistic classifier 
based on applying Bayes’ Theorem with strong indepen-
dence assumptions. A more descriptive term for the un-
derlying probability model would be independent feature 
model. These independence assumptions of features make 
the features order is irrelevant and consequently that the 
present of one feature does not affect other features in 
classification tasks [99]. These assumptions make the 
computation of Bayesian classification approach more 
efficient, but this assumption severely limits its applica-
bility. Depending on the precise nature of the probability 
model, the naïve Bayes classifiers can be trained very 
efficiently by requiring a relatively small amount of train-
ing data to estimate the parameters necessary for classifi-
cation. Because independent variables are assumed, only 
the variances of the variables for each class need to be 
determined and not the entire covariance matrix. 

Due to its apparently over-simplified assumptions, the 
naïve Bayes classifiers often work much better in many 
complex real-world situations than one might expect. The 
naïve Bayes classifiers has been reported to perform sur-
prisingly well for many real world classification applica-
tions under some specific conditions [100] [101] [102] 
[103] [104].  

An advantage of the naïve Bayes classifier is that it re-
quires a small amount of training data to estimate the pa-
rameters necessary for classification. Bayesian classifica-
tion approach arrives at the correct classification as long 
as the correct category is more probable than the others. 
Category’s probabilities do not have to be estimated very 
well. In other words, the overall classifier is robust 
enough to ignore serious deficiencies in its underlying 
naïve probability model. 

The main disadvantage of the naïve Bayes classification 
approach is its relatively low classification performance 
compare to other discriminative algorithms, such as the 
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SVM with its outperformed classification effectiveness. 
Therefore, many active researches have been carried out 
to clarify the reasons that the naïve Bayes classifier fails 
in classification tasks and enhance the traditional ap-
proaches by implementing some effective and efficient 
techniques [100] [102] [103] [104] [105]. 

 

(4) 

 

(3) 

 

 Where P(Ci)=                     

 

 and P(dj|ci) =  

 

Naïve Bayes has been one of the popular machine learn-
ing methods for many years. Its simplicity makes the 
framework attractive in various tasks and reasonable per-
formances are obtained in the tasks although this learning 
is based on an unrealistic independence assumption. For 
this reason, there also have been many interesting works 
of investigating naive Bayes. Recently the [83] shows 
very good results by selecting Naïve Bayes with SVM for 
text classification also the authors in [84] prove that 
Naive Bayes with SOM give very good results in cluster-
ing the documents.  The authors in [85] propose a Poisson 
Naive Bayes text classification model with weight-
enhancing method, and shows that the new model as-
sumes that a document is generated by a multivariate 
Poisson model. They suggest per-document term fre-
quency normalization to estimate the Poisson parameter, 
while the traditional multinomial classifier estimates its 
parameters by considering all the training documents as a 
unique huge training document. The [86] presented that 
naive Bayes can perform surprisingly well in the classifi-
cation tasks where the probability itself calculated by the 
naive Bayes is not important. The authors in a review 
[87] described that researcher shows great interest in 
naïve Bayes classifier for spam filtering. So this tech-
nique is most widely used in email, web contents, and 
spam categorization. 

Naive Bayes work well on numeric and textual data, easy 
to implement and computation comparing with other al-
gorithms, however conditional independence assumption 
is violated by real-world data and perform very poorly 
when features are highly correlated and does not consider 
frequency of word occurrences. 

F. Artificial Neural Network  
Artificial neural networks are constructed from a large 
number of elements with an input fan order of magni-
tudes larger than in computational elements of traditional 

architectures [106] [107]. These elements, namely artifi-
cial neuron are interconnected into group using a mathe-
matical model for information processing based on a con-
nectionist approach to computation. The neural networks 
make their neuron sensitive to store item. It can be used 
for distortion tolerant storing of a large number of cases 
represented by high dimensional vectors.  

Different types of neural network approaches have been 
implemented to document classification tasks. Some of 
the researches use the single-layer perceptron, which con-
tains only an input layer and an output layer due to its 
simplicity of implementing [108]. Inputs are fed directly 
to the outputs via a series of weights. In this way it can be 
considered the simplest kind of feed-forward network. 
The multi-layer perceptron which is more sophisticated, 
which consists of an input layer, one or more hidden lay-
ers, and an output layer in its structure, also widely im-
plemented for classification tasks [106].  

 
Fig. 5   Artificial Neural Network 

The main advantage of the implementation of artificial 
neural network in classification tasks is the ability in han-
dling documents with high-dimensional features, and 
documents with noisy and contradictory data. Further-
more, linear speed up in the matching process with re-
spect of the large number of computational elements is 
provided by a computing architecture which is inherently 
parallel, where each element can compare its input value 
against the value of stored cases independently from oth-
ers [107]. 

The drawback of the artificial neural networks is their 
high computing cost which consumes high CPU and 
physical memory usage. Another disadvantage is that the 
artificial neural networks are extremely difficult to under-
stand for average users. This may negatively influence 
the acceptance of these methods. 

In recent years, neural network has been applied in doc-
ument classification systems to improve efficiency. Text 
categorization models using back-propagation neural 
network (BPNN) and modified back-propagation neural 
network (MBPNN) are proposed in [54] for documents 
classification. An efficient feature selection method is 
used to reduce the dimensionality as well as improve the 
performance. New Neural network based document clas-
sification method [68], was presented, which is helpful 
for companies to manage patent documents more effec-
tively.  

The ANN can get Inputs xi arrives through pre-synaptic 
connections, Synaptic efficacy is modelled using real 

)(
)|()(

)|(
DP

cDPcP
DcP ii

i =

N
NicCP i == )(

∑
=

+

+
= M

k
ki

ji
ij

NM

N
cdP

1

1
)|(

∏
=

=
n

j
iji cdPcDP

1

)|()|(

JOURNAL OF ADVANCES IN INFORMATION TECHNOLOGY, VOL. 1, NO. 1, FEBRUARY 2010 11

© 2010 ACADEMY PUBLISHER



  

 

weights wi and the response of the neuron is a nonlinear 
function f of its weighted inputs. 

The output from neuron j for pattern p is Opj where 

                           

 

(5) 

and                                                                  

 
(6) 

 

Neural network for document classification produce good 
results in complex domains and suitable for both discrete 
and continuous data (especially better for the continuous 
domain). Testing is very fast however training is relative-
ly slow and learned results are difficult for users to interp-
ret than learned rules (comparing with Decision tree), 
Empirical Risk Minimization (ERM) makes ANN try to 
minimize training error, may lead to overfitting. 

G. Fuzzy correlation 

Fuzzy correlation can deal with fuzzy information or in-
complete data, and also convert the property value into 
fuzzy sets for multiple document classification [69].  

In [55] the authors explores the challenges of multi-class 
text categorization using one-against-one fuzzy support 
vector machine with Reuter’s news as the example data, 
and shows better results using one-against-one fuzzy sup-
port vector machine as a new technique when compare 
with one-against-one support vector machine. [61] pre-
sented the improvement of decision rule and design a new 
algorithm of f-k-NN (fuzzy k-NN) to improve categoriza-
tion performance when the class distribution is uneven, 
and show that the new method is more effective. So the 
researchers shows great  interest recently to use the fuzzy 
rules and sets to improve the classification accuracy, by 
incorporating the fuzzy correlation or fuzzy logic with the 
machine learning algorithm and the feature selection me-
thods to improve the classification process. 

H. Genetic Algorithm 

Genetic algorithm [81] aims to find optimum characteris-
tic parameters using the mechanisms of genetic evolution 
and survival of the fittest in natural selection. Genetic 
algorithms make it possible to remove misleading judg-
ments in the algorithms and improve the accuracy of doc-
ument classification. This is an adaptive probability glob-
al optimization algorithm, which simulated in a natural 
environment of biological and genetic evolution, and is 
widely used for their simplicity and strength. Now several 
researchers used this method for the improvement of the 
text classification process. In authors in [82] introduced 
the genetic algorithm to text categorization and used to 
build and optimize the user template, and also introduced 
simulated annealing to improve the shortcomings of ge-

netic algorithm. In the experimental analysis, they show 
that the improved method is feasible and effective for text 
classification. 

I. Support Vector Machine (SVM) 

Support vector machines (SVMs) are one of the discri-
minative classification methods which are commonly 
recognized to be more accurate. The SVM classification 
method is based on the Structural Risk Minimization 
principle from computational learning theory [109]. The 
idea of this principle is to find a hypothesis to guarantee 
the lowest true error. Besides, the SVM are well-founded 
that very open to theoretical understanding and analysis 
[110]. 

The SVM need both positive and negative training set 
which are uncommon for other classification methods. 
These positive and negative training set are needed for 
the SVM to seek for the decision surface that best sepa-
rates the positive from the negative data in the n-
dimensional space, so called the hyper plane. The docu-
ment representatives which are closest to the decision 
surface are called the support vector. The performance of 
the SVM classification remains unchanged if documents 
that do not belong to the support vectors are removed 
from the set of training data [99].  

 

 

 

 

 
 

Fig. 6    Illustration of optimal separating hyper plane, hyper planes and 
support vectors     

 
 
 
 

 

 

 

 

 

 

 
Fig. 7   Mapping non linear input space onto high dimensional space   
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The SVM classification method is outstanding from the 
others with its outstanding classification effectiveness 
[99] [111] [112] [110] [113] [70]. Furthermore, it can 
handle documents with high-dimensional input space, and 
culls out most of the irrelevant features. However, the 
major drawback of the SVM is their relatively complex 
training and categorizing algorithms and also the high 
time and memory consumptions during training stage and 
classifying stage. Besides, confusions occur during the 
classification tasks due to the documents could be a no-
tated to several categories because of the similarity is 
typically calculated individually for each category [99]. 

So SVM is supervised learning method for classification 
to find out the linear separating hyperplane which maxim-
ize the margin, i.e., the optimal separating hyperplane 
(OSH) and maximizes the margin between the two data 
sets. To calculate the margin, two parallel hyperplanes are 
constructed, one on each side of the separating hyper-
plane, which are "pushed up against" the two data sets. 
Intuitively, a good separation is achieved by the hyper-
plane that has the largest distance to the neighboring data 
points of both classes, since in general the larger the mar-
gin the lower the generalization error of the classifier. 

Maximizing the margin is equivalent to 

    

(9) 

 

Introducing Lagrange multipliers         , the Lagran-
gian is: 

 

 

(10) 

The authors in [50] implemented and measured the per-
formance of the leading supervised and unsupervised 
approaches for multilingual text categorization; they se-
lected support vector machines (SVM) as representative 
of supervised techniques as well as latent semantic index-
ing (LSI) and self-organizing maps (SOM) techniques for 
unsupervised methods for system implementation. In [52] 
the authors analyses and compares SVM ensembles with 
four different ensemble constructing techniques, namely 
bagging, AdaBoost, Arc-X4 and a modified AdaBoost. 
Twenty real-world data sets from the UCI repository are 
used as benchmarks to evaluate and compare the perfor-
mance of these SVM ensemble classifiers by their classi-
fication accuracy.  

An optimal SVM algorithm via multiple optimal strate-
gies is developed in [47], such as a novel importance 
weight definition, the feature selection using the entropy 
weighting scheme, the optimal parameter settings. The 
SVM is a best technique for the documents classification 
[83]. 

IV HYBRID TECHNIQUES 

Many new hybrid methods and techniques are proposed 
recently in the area of Machine Learning and text mining. 
The concept of combining classifiers is proposed as a 
new direction for the improvement of the performance of 
individual classifiers. Recently many methods have been 
suggested for the creation of ensemble of classifiers. Me-
chanisms that are used to build ensemble of classifi-
ers[114] include: i) Using different subset of training data 
with a single learning method, ii) Using different training 
parameters with a single training method (e.g. using dif-
ferent initial weights for each neural network in an en-
semble) and iii) Using different learning methods.[88]. 

 The benefits of local versus global feature sets and local 
versus global dictionaries in text categorization have ex-
amined in [121]. Local features are class dependent fea-
tures while global features are class independent features. 
Local dictionaries are class dependent dictionaries while 
global dictionaries are class independent dictionaries.  
The best text categorization is obtained using local fea-
tures and local dictionaries [121]. 

A New hybrid text document classification approach is 
proposed in [83], used naive Bayes method at the front 
end for raw text data vectorization, in conjunction with a 
SVM classifier at the back end to classify the documents 
to the right category. They shows that the proposed hybr-
id approach of the Naive Bayes vectorizer and SVM clas-
sifier has improved classification accuracy compared to 
the pure naive Bayes classification approach. The [84] 
presents another hybrid method of naïve Bayes with self 
organizing map (SOM). Proposed Bayes classifier used at 
the front end, while SOM performs the indexing steps to 
retrieve the best match cases.  

So In the context of combining multiple classifiers for 
text categorization, a number of researchers have shown 
that combining different classifiers can improve classifi-
cation accuracy [89]. It is observed from the Comparison 
between the best individual classifier and the combined 
method, that the performance of the combined method is 
superior [90] [91] [92]. 

A hybrid method is proposed in [93] in which the learn-
ing phase evaluation back propagation neural network 
(LPEBP) to improve the traditional BPNN. And adopt 
singular value decomposition (SVD) technique to reduce 
the dimension and construct the latent semantics between 
terms, and   show that the LPEBP is much faster than the 
traditional BPNN, which enhances the performance of the 
traditional BPNN. The SVD technique cannot only great-
ly reduce the high dimensionality but also enhance the 
performance. So SVD is to further improve the document 
classification systems precisely and efficiently.    
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The [94] a new hybrid technique for text classification is 
proposed that requires less training data and less compu-
tational time and show that text classification that re-
quires fewer documents for training instead of using  
words, word relation i.e. association rules from these 
words is used to derive  feature set from pre-classified 
text documents. The concept of Naïve Bayes classifier is 
then used on derived features and finally only a single 
concept of genetic presented has been added for final 
classification. 

In[55] the authors explores the challenges of multi-class 
text categorization using one-against-one fuzzy support 
vector machine with reuter’s news as the example data, 
and shows better results using one-against-one fuzzy sup-
port vector machine as a new technique when compare 
with one-against-one support vector machine. 

A hybrid algorithm is proposed in [56], based on variable 
precision rough set to combine the strength of both k-NN 
and Rocchio techniques to improve the text classification 
accuracy and overcome the weaknesses of Rocchio algo-
rithm. 

The authors in [95] suggest a new hybrid approach to web 
document classification built upon both, graph and vector 
representations. K-NN algorithm shows that the proposed 
graph and vector approaches performing better in terms 
of classification accuracy along with a significant reduc-
tion in classification time. 

The [96] proposed two methods to modify the standard 
BPNN and adopt the semantic feature space (SFS) me-
thod to reduce the number of dimensions as well as con-
struct latent semantics between terms, and show that the 
modified methods enhanced the performance of the stan-
dard BPNN and were more efficient than the standard 
BPNN. The SFS method cannot only greatly reduce the 
dimensionality, but also enhances performance and can 
therefore be used to further improve text classification 
systems precisely and efficiently. 

The [97] presents a semi-supervised learning method 
SSRANK for classification task. It leverages the uses of 
both labelled data and unlabeled data, utilizes views from 
both traditional IR and supervised learning to conduct 
data labelling, and relies on a criterion to control the 
process of data labelling. 

A new algorithm of f-k-NN (fuzzy k-NN) proposed in 
[98] for the improvement of decision rule and design to 
improve classification performance when the class distri-
bution is uneven, and show that the new method is more 
effective. The approach of [48] is a nontrivial extension 
of document classification methodology from a fixed set 
of classes to a knowledge hierarchy like Gene Ontology. 

 In [51], the authors proposed a new approach to automat-
ic discovery of implicit rhetorical information from texts 
based on evolutionary computation methods. In order to 
guide the search for rhetorical connections from natural-
language texts. And in [53], the authors present a seg-
mentation methodology of handwritten documents in 
their distinct entities, namely, text lines and words.  

In [120] the combination of similarity-based learning 
algorithms and associated thresholding strategies signifi-
cantly influences the overall performance of text classifi-
cation. After investigating two similarity-based classifiers 
(k-NN and Rocchio) and three common thresholding 
techniques (RCut, PCut, and SCut), they described a new 
learning algorithm known as the keyword association 
network (KAN) and a new thresholding strategy (RinS-
Cut) to improve performance over existing techniques, 
and shows that the new approaches give better results. 

A new machine learning method is proposed for con-
structing ranking models in document retrieval [57]. The 
method, aims to use the advantages of both the traditional 
Information Retrieval (IR) methods and the supervised 
learning methods for IR proposed recently. 

The main concern of authors in [58] is to investigate the 
effectiveness of using multi-words for text representation 
on the performances of text classification. Firstly, a prac-
tical method is proposed to implement the multi-word 
extraction from documents based on the syntactical struc-
ture. Secondly, two strategies as general concept repre-
sentation and subtopic representation are presented to 
represent the documents using the extracted multi-words. 
The proposed method launches in [59] for text classifica-
tion tasks with only unlabeled documents and the title 
word of each category for learning, and then it automati-
cally learns text classifier by using bootstrapping and 
feature projection techniques. 

V    COMPARATIVE STUDY 

The growing phenomenon of the textual data needs text 
mining, machine learning and natural language 
processing techniques and methodologies to organize and 
extract pattern and knowledge from the documents. This 
review focused on the existing literature and explored the 
documents representation and classification techniques. 
Text representation is a crucial issue. Most of the litera-
ture gives the statistical of syntactic solution for the text 
representation. However the representation model depend 
on the informational that we require. Concept base or 
semantically representations of documents require more 
attention.  

The performance of a classification algorithm in data 
mining is greatly affected by the quality of data source. 
Irrelevant and redundant features of data not only in-
crease the cost of mining process, but also degrade the 
quality of the result in some cases [71]. Each algorithm 
has its own advantages and disadvantages as described in 
section II and III. 

However, in [6] the author compare the different text 
classification techniques and have to bear in mind that 
comparisons are reliable only when based on experiments 
performed by the same author under carefully controlled 
conditions. They are instead more problematic when they 
involve different experiments performed by different au-
thors. In this case various “background conditions,” often 
extraneous to the learning algorithm itself may influence 
the results. These may include, among others, different 
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choices in pre-processing (stemming, etc.), indexing, di-
mensionality reduction and classifier parameter values 
etc. 

A performance compression in [115] presented a con-
trolled study on a large number of filter feature selection 
methods for text classification. Over 100 variants of five 
major feature selection criteria were examined using four 
well-known classification algorithms: Naive Bayesian 
(NB) approach, Rocchio-style classifier, k-NN method 
and SVM system. Two benchmark collections were cho-
sen as the testbeds: Reuters-21578 and small portion of 
Reuters Corpus Version 1 (RCV1), making the new re-
sults comparable to published results. They presents that 
feature selection methods based on χ2 statistics consis-
tently outperformed those based on other criteria (includ-
ing information gain) for all four classifiers and both data 
collections, and that a further increase in performance 
was obtained by combining uncorrelated and high-
performing feature selection methods. The results they 
obtained using only 3% of the available features are 
among the best reported, including results obtained with 
the full feature set. The empirical results of their study 
suggest that using filter methods which include the χ2 
statistic, combining them with DF or IG, and eliminating 
the rare words. Such methods were consistently better. 

In [116] the authors discussed, that some studies com-
pared feature selection techniques or feature space trans-
formation whereas some others compared the perfor-
mance of different algorithms. Recently the rising interest 
towards the Support Vector Machine, various studies 
showed that SVM outperforms then other classification 
algorithms. So should we just not problem about other 
classification algorithms and opt always for SVM? They 
have decided to investigate this issue and compared SVM 
to k-NN and naive Bayes on binary classification tasks. 
An important issue is to compare optimized versions of 
these algorithms; from their results it shows all the clas-
sifiers achieved comparable performance on most prob-
lems. One surprising result is that SVM was not a clear 
winner, despite quite good overall performance. If a suit-
able pre-processing is used with k-NN, this algorithm 
continues to achieve very good results and scales up well 
with the number of documents, which is not the case for 
SVM. As for Naive Bayes, it also achieved good perfor-
mance.  

The [117] deals with the performance of different classi-
fication algorithms and the impact of feature selection 
algorithm on Logistic Regression Classifier, How it con-
trols False Discovery Rate (FDR) and thus improves the 
efficiency of Logistic Regression classifier. As per the 
analysis support vector machine has more parameters 
than logistics regression and decision tree classifier, SVM 
has the highest classification precision most of the time, 
however SVM is very time consuming because of more 
parameters, demands more computation time. Compared 
to SVM, logistic regression is computationally efficient. 
Its results usually have static meaning. However it does 
not perform well when data set exhibits explicit data 
structures. 

In [118] compression on four machine learning algo-
rithms, which are Naive Bayesian (NB), neural network 
(NN), support vector machine (SVM) and relevance vec-
tor machine (RVM), are proposed for spam classification. 
An empirical evaluation for them on the benchmark spam 
filtering corpora is presented. The experiments are per-
formed based on different training set size and extracted 
feature size. Experimental results show that NN classifier 
is unsuitable for using alone as a spam rejection tool. 
Generally, the performances of SVM and RVM classifi-
ers are obviously superior to NB classifier. Compared 
with SVM, RVM is shown to provide the similar classifi-
cation result with less relevance vectors and much faster 
testing time despite the slower learning procedure, they 
show that RVM is more suitable than SVM for spam 
classification in terms of the applications that require low 
complexity. 

In [119] email data was classified using four different 
classifiers (Neural Network, SVM classifier, Naïve Baye-
sian Classifier, and J48 classifier). The experiment was 
performed based on different data size and different fea-
ture size. The final classification result should be ‘1’ if it 
is finally spam, otherwise, it should be ‘0’. This paper 
shows that simple J48 classifier which make a binary tree, 
could be efficient for the dataset which could be classi-
fied as binary tree. 

The [120] shows that two main research areas in statistic-
al text categorization are: similarity-based learning algo-
rithms and associated thresholding strategies. The combi-
nation of these techniques significantly influences the 
overall performance of text categorization. After investi-
gating two similarity-based classifiers (k-NN and Roc-
chio) and three common thresholding techniques (RCut, 
PCut, and SCut), they described a new learning algorithm 
known as the keyword association network (KAN) and a 
new thresholding strategy (RinSCut) to improve perfor-
mance over existing techniques. Extensive experiments 
have been conducted on the Reuters-21578 and 20-
Newsgroups data sets, and shows that the new approaches 
give better results. 

Comparing with ANN, SVM capture the inherent charac-
teristics of the data better and embedding the Structural 
Risk Minimization (SRM) principle which minimizes the 
upper bound on the generalization error (better than the 
Empirical Risk Minimization principle) also ability to 
learn can be independent of the dimensionality of the 
feature space and global minima vs. local minima, How-
ever there are some difficulties in parameter tuning and 
kernel selection. 

VI DISCUSSION AND CONCLUSIONS 
This paper provides a review of machine learning ap-
proaches and documents representation techniques. An 
analysis of feature selection methods and classification 
algorithms were presented. It was verified from the study 
that information Gain and Chi square statistics are the 
most commonly used and well performed methods for 
feature selection, however many other FS methods are 
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proposed as single or hybrid technique recently, shown 
good results, and  needs more exploration for efficient 
classification process. Several algorithms or combination 
of algorithms as hybrid approaches was proposed for the 
automatic classification of documents, among these algo-
rithms, SVM, NB and kNN classifiers are shown most 
appropriate in the existing literature. 

Most researchers in text classification assume the docu-
ments representation as a Bag of Word (BOG), although 
according to [44] the statistical techniques are not suffi-
cient for the text mining. Text representation is a crucial 
issue. Most of the literature gives the statistical of syntac-
tic solution for the text representation. However the re-
presentation model depend on the informational that we 
require. Concept base or semantically representation of 
documents requires more research. Better classification 
will be performed when consider the semantic under con-
siderations, semantically and ontology base documents 
representation opportunities were discussed in this paper.  
With the addition of the ontology and semantic to 
represent the documents will be more improve accuracy 
and the classification process. So the identification of 
features that capture semantic content is one of the impor-
tant areas for research. The general multiple learning is-
sues in the presence of noise is a tremendously challeng-
ing problem that is just now being formulated and will 
likely require more work in order to successfully develop 
strategies to find the underlying nature of the manifold. 

 

Several algorithms or combination of algorithms as hybr-
id approaches were proposed for the automatics classifi-
cation of documents. Among these algorithms, SVM, NB 
, kNN and their hybrid system with the combination of 
different other algorithms and feature selection tech-
niques are shown most appropriate in the existing litera-
ture. However the NB is perform well in spam filtering 
and email categorization, requires a small amount of 
training data to estimate the parameters necessary for 
classification. Naive Bayes works well on numeric and 
textual data, easy to implement comparing with other 
algorithms, however conditional independence assump-
tion is violated by real-world data and perform very poor-
ly when features are highly correlated and does not con-
sider frequency of word occurrences. 

SVM classifier has been recognized as one of the most 
effective text classification method in the comparisons of 
supervised machine learning algorithms [74]. SVM cap-
ture the inherent characteristics of the data better and em-
bedding the Structural Risk Minimization (SRM) prin-
ciple which minimizes the upper bound on the generaliza-
tion error (better than the Empirical Risk Minimization 
principle) also ability to learn can be independent of the 
dimensionality of the feature space and global minima vs. 
local minima, however, the SVM has been found some 
difficulties in parameter tuning and kernel selection. 

If a suitable pre-processing is used with k-NN, then this 
algorithm continues to achieve very good results and 
scales up well with the number of documents, which is 

not the case for SVM [122] [123]. As for naive Bayes, it 
also achieved good performance with suitable pre-
processing. k-NN algorithm performed well as more local 
characteristic of documents are considered, however the 
classification time is long and difficult to find optimal 
value of k. 

More works are required for the performance improve-
ment and accuracy of the documents classification 
process. New methods and solutions are required for use-
ful knowledge from the increasing volume of electronics 
documents. The following are the some of opportunities 
of the unstructured data classification and knowledge 
discovery. 

• To improve and explore the feature selection methods 
for better classification process. 

• To reduce the training and testing time of classifier and 
improve the classification accuracy, precision and re-
call. 

• For Spam filtering and e-mail categorization the user 
may have folders like electronic bills, e-mail from 
family, friends and so on, and may want a classifier to 
classify each incoming e-mail that’s automatically 
move it to the appropriate folder. It is easier to find 
messages in sorted folders in a very large inbox.  

• Automatic allocation of folders to the downloaded ar-
ticles, documents from text editors and from grid net-
work. 

• The use of semantics and ontology for the documents 
classification and informational retrieval. 

• Mining trend, i.e. marketing, business, and financial 
trend (stock exchange trend) form e-documents (Online 
news, stories, views and events). 

• Stream text quire some new techniques and methods for 
information management. 

•  Automatic classification and analysis of sentiment, 
views and extraction knowledge from it. The senti-
ments and opinion mining is the new active area of text 
mining. 

• Classification and clustering of semi-structured docu-
ments have some challenges and new opportunities. 

• An implementation of sense-based text classification 
procedure is needed for recovering the senses from the 
words used in a specific context.  

• Informational extraction of useful knowledge from e- 
documents and Web pages, such as products and search 
results to get meaning full patterns. 

• To identify or match semantically similar data from the 
web (that contain huge amount of data and each web-
site represents similar information differently) is an im-
portant problem with many practical applications. So 
web information, integration and schema matching 
needs more exploration. 
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