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Abstract— Multi-hop mobile ad hoc networks (MANETs) 
consist of nodes and links that are vulnerable to frequent 
failures. In order to provide fault-tolerance in the network, 
it is important that the routing protocols take into 
consideration the redundancy in terms of multiple paths 
(ideally, disjoint) from the source to the destination nodes.  
Dynamic source routing (DSR) is a well-known protocol 
commonly applied to MANETs. In this paper, a new fault-
tolerant routing protocol, that modifies the basic DSR 
protocol, is proposed. The proposed protocol tries to find 
two routing paths (if they exist) from the source to the 
destination node. During the route discovery process, the 
protocol identifies several new paths that are not able to be 
detected by the application of the basic DSR.  The proposed 
protocol offers low overhead over the basic DSR, in terms of 
the number and sizes of control messages sizes.  Simulation 
results show that the proposed protocol also achieves better 
packet delivery ratio as compared to DSR. 
 
 
Index Terms— Routing Protocols, Mobile Ad hoc networks 
(MANETs), Fault-tolerant routing, Dynamic source routing  
 

I.  INTRODUCTION 

A Mobile Ad hoc Network (MANET) refers to a set of 
wireless mobile nodes that communicate over wireless 
links, without any kind of fixed infrastructure or 
centralized controlling authority. A MANET is a peer-to-
peer, multi-hop network in which all mobile node 
cooperate in discovering routes and forwarding packets to 
other nodes in the network. Route discovery is one of the 
most challenging tasks in MANET mainly due to lack of 
centralized infrastructure, frequent changes in the 
topology of the network, unpredictable state of the nodes 
and/or wireless links. Several routing protocols for the 
MANETs have been proposed [1-6].  There are two 
general categories of routing protocols in MANETs: 
proactive and reactive. For the proactive (or table-
driven) protocols, the source modes have routing 
information  available to the destination node at the time 
of  sending the data packets; i.e., routing tables at the 
nodes are set up, and the tables are periodically updated 
to track changes in the network topology. For the reactive 
(or on-demand) protocols, the source node initiates route 
discovery process only when needed; i.e., the routing 
information to the destination node may not be available 
at the time of sending data packets. One popular on-

demand protocol that has been extensively studied in the 
literature is Dynamic Source Routing (DSR) protocol [1-
7]. 

 
Most existing ad hoc network routing protocols assume 

that every node in the network functions well, and the 
related wireless links are up and working during the data 
packet delivery process. In other words, the routes are 
stable for long period of times. However, such 
assumptions usually do not hold true in realistic 
environments. Wireless nodes crash due to several 
reasons including, lack of battery power, hostile 
environment, etc. The wireless link are broken and re-
established due to noise and mobility in of the nodes. 
This means that a route discovered by the routing 
protocol may become unusable in case of node or link 
failures on the routing path. In the absence of fault-
tolerant routing protocol, we need to re-initiate the route 
discovery process in order to find new route to 
accommodate new network topology. It is to be noted 
that ad hoc networks are highly redundant networks. 
There are generally multiple paths between the source 
and the destination nodes. Such network redundancy 
allows ad hoc networks to tolerate faulty nodes or broken 
wireless links. In order to enable such capability, a fault-
tolerant routing algorithm needs to explore the network 
redundancy through some sort of multipath routing. 

 
This paper proposes a new fault-tolerant, low-overhead 

routing protocol that attempts to find two routing paths (if 
they exist) from the source node to the destination node. 
The protocol is an extension of the basic DSR protocol, 
and it adds low overhead (in terms of control messages 
and the message sizes) on the DSR, and it performs better 
than DSR by achieving better packet delivery ratio.  

 
The rest of the paper is organized as follows. Section 2 

presents a brief overview of the problem and describes 
briefly the working of the DSR. Section 3 describes the 
proposed fault-tolerant routing protocol and compares it 
with the basic DSR, and section 4 presents conclusions. 
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II.  FAULT-TOLERANT ROUTING 

A. Problem Definition 
The design of efficient and fault-tolerant routing protocol 
is more crucial in MANETs. The main objective in the 
design of a fault-tolerant routing protocol is that if a route 
breaks (due to node and/or link failures), there is always 
(at least) one more route available for a source-
destination pair. The main challenge that a fault-tolerant 
routing protocol should address is coping with node 
and/or link failures without incurring high overhead. In 
this paper, an existing routing protocol is selected and 
fault-tolerance features are introduced in the basic DSR 
protocol without involving high overhead. 

B.  Basic Dynamic Source Routing (DSR) 
DSR is a well-known routing protocol used in 

MANETs. The basic approach used in this protocol 
during the route discovery phase is to establish a route by 
flooding Route Request (RREQ) packets in the network.  
In the basic DSR, when a source node does not have the 
route information to a destination node, and it has data 
packets to be sent to the destination, then it initiates the 
route discovery process by flooding the RREQ packets to 
its neighbors. Each node, upon receiving the RREQ, 
rebroadcasts the packet to its neighbors if it has not 
forwarded already or if the node is not the destination 
node. Each RREQ packet carries a sequence number 
generated by the source node and every node appends its 
own node ID to the traversed path information in the 
RREQ.  A node, upon receiving a RREQ packet, checks 
the sequence number on the packet before forwarding it. 
The packet is forwarded only if it is not a duplicate 
RREQ packet. The destination node, after receiving the 
first RREQ packet, replies to the source node using the 
route replay (RREP) packet through the reverse path the 
RREQ packet had traversed, if all the links on the path 
are bi-directional. A node can also learn about the 
neighboring routes by any means and caches this route 
information for future use and route optimization. The 
route cache is also used during the route discovery phase. 
If an intermediate node receiving a RREQ packet has a 
route to the destination node in its route cache, then it 
replies to the source node by sending a RREP packet with 
the entire route information from the source node to the 
destination node, thus limiting the broadcast process from 
that node. In case of broken link, the immediate affected 
nodes send Route Error (RRER) packet along the route 
and all intermediate nodes update their cache to reflect 
the broken link.  

 

III.  PROPOSED PROTOCOL 

A. Protocol Description 
 
One can add fault-tolerance features to the working of 
the basic DSR in several ways. One possibility could 
be adding some known “good” and “reliable” nodes 
and route in the path, even at the cost of higher hop 
count. The proposed protocol attempts to keep at least 

two routes for each source and destination pair in the 
network, if those routes exist. The proposed protocol 
introduces the following modifications to the working 
of the basic DSR protocol to support fault-tolerant 
routing: 
In the basic DSR, the RREP packet is sent to the 
source when the destination receives the first RREQ 
packet. In the proposed protocol, the destination node, 
upon receiving the first RREQ packet waits a known, 
short period of time, in the hope that another RREQ 
packet, traversing on different route, will arrive at the 
destination node. If there is another alternate path 
present between the source and the destination node, 
then another RREQ packet will eventually arrive at the 
destination; however, we need to wait only for a pre-
defined time interval. The waiting time interval can be 
chosen based upon the topology and taking into 
consideration the estimate of RREQ message delay 
coming from a node located farthest away. 
On receiving one or more RREQ packets from a source 
and waiting for a pre-defined period of time, the 
destination node can select at most two best routes, 
based upon certain known criteria, such as the number 
of hop count, disjoint paths, or the inclusion of certain 
known “good” nodes or links. The best route will be 
called the primary route and it will be used, by default. 
The other alternate route will be called the secondary 
route and it will be used only if the primary route fails. 
If there is only one route available between a source, 
destination pair, then that route will become the 
primary route. 
Once the routes are selected, the destination node 
sends route reply (RREP) message to both primary and 
secondary routes. In contrast to the basic DSR 
protocol, the RREP message in the proposed protocol 
contains the routing information of the both routes 
(primary and secondary, if the two routes exist). The 
reason for including information about (at most) two 
routes (primary and secondary) is that all the 
intermediate nodes on those routes may use this 
information to optimize further the routes to other 
nodes. 
In case the primary route for a source-destination pair 
fails due to node or link failure, then the secondary 
route (if it exists) is immediately available for use, and 
there is no need to initiate the route discovery process 
as in the case of basic DSR. The route error (RERR) 
message sent by the neighboring nodes can be used to 
delete/ update the cache routing information about the 
affected primary route. 
 
B. An Example Scenario 
 
An example is now presented to clarify the working of 

the proposed protocol and to compare its working with 
the basic DSR. Assume the network topology, as shown 
in Figure 1, consists of six nodes A through F with 
connectivity among nodes shown by solid lines. The 
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wireless links are assumed to be bi-directional. Suppose 
node A needs to send data packets to node D and node A 
currently has no routing information to reach D. Node A 
starts the route discovery process by flooding the RREQ 
packets to its neighbor. In Figure 1, only the RREQs 
going forward towards the destination are shown with 
arrows. Before broadcasting the RREQ, a node stamps its 
own ID to RREQ packet (indicated with square brackets; 
e.g., [A,B]). Assume the first RREQ to reach the 
destination node D is through the path [A,B,C,D], 
followed by the RREQ traversing through the path 
[A,E,F,D]. In the case of the basic DSR, the destination 
node, D, send the RREP message corresponding to the 
first RREQ received; i.e., D will send RREP[A,B,C,D] to 
the source node A through the reverse path [D,C,B,A]. 
All the intermediate nodes on the path will update their 
route caches with this new routing information. In this 
example of basic DSR, after the routing information has 
been cached, if node B needs to send data packets to node 
F, then node B has to initiate a route discovery process as 
it has no routing information present for destination F in 
its cache. 

 
In the proposed protocol, as shown in Figure 2, when 

the first RREQ packet through the path [A,B,C,D] is 
received by node D. The path [A,B,C,D] will be the 
primary path. Node D will wait for a pre-defined time 
interval for another RREQ to arrive via a different path. 
Suppose another RREQ message traversing the path [A, 
E, F, D] arrives shortly after at node D. The path 
[A,E,F,D] will be the secondary path. Now node will 
send the RREP message on both primary and secondary 
paths and it will include both paths with RREP message; 
i.e., node D will broadcast RREP[A,B,C,D][A,E,F,D]  
message towards node A using primary and secondary 
paths. All the intermediate nodes on both primary and the 
secondary paths will update their route caches with this 
new information. Note that using the two-path 
information, the nodes can discover several routes to 
other nodes that were not possible to detect in the case of 
basic DSR. For example, now node B know how to reach 
node F (i.e., either via path [B,C,D,F] or via [B,A,E,F]). 
This can be done by joining the endpoints of the primary 
and secondary paths; i.e., [A,B,C,D,F,E,A] in the 
example. All the intermediate nodes will also have both 
primary and secondary paths (if they exist) to other 
nodes, and making routing fault-tolerant.  

 
C. Simulation Results 

 
The proposed protocol was simulated using the Global 

Mobile Information System Simulator (GloMoSim) 
version 2.02 package [8].  The simulation parameters 
used were the same as used by Misra et al. in [7]. The 
parameters used are: 
• Terrain size: 2000 m x 2000 m 
• Simulation time: 15 minutes 
• Number of nodes: 50 

• Mobility model: Random Waypoint (RWP) 
• Speed of mobile nodes: 0 to 10 m/sec. 
• MAC protocol: IEEE 802.11 

 
 

Figure 1: The basic Dynamic Source Routing (DSR) 
protocol operations in the example MANET. 

 
 

 
 
 
 

Figure 2: The proposed protocol operations in the 
example MANET. 
 

Constant Bit Rate (CBR) traffic type was used in the 
simulation, and 1000 data items, each of size 512 bits, 
were simulated to be sent from a source node to the 
destination node, at a regular interval of 5 sec. The 
following performance metrics were studied through 
simulation: Packet Delivery Ratio (PDR); Overhead in 
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terms of control messages sent in a session; and the 
network throughput.  

The performance metric, Packet Delivery Ratio (PDR), 
is a ratio of the number of packets received by the 
destination to the number of packets sent by the source.  

The control message overhead for the duration of an 
entire session for both classical DSR and the proposed 
protocol was compared. The control messages studied 
were: Route Request message (RREQ), Route Reply 
message (RREP), and the Route Error message (RRER).   

Node mobility was simulated by varying the node 
pause time. Pause time is defined as the time a node 
remains static at a certain point. The pause time is 
inversely proportional to the mobility of nodes; i.e., lower 
the pause time, the higher the mobility of the node. The 
proposed protocol was compared with the classical DSR 
protocol, and the results are shown in Figures 3,4, and 5. 
 
 

D. Comparisons and Discussions 
 

The proposed protocol guarantees primary and 
secondary paths (if they exist) for a source-destination 
pair in the network. This will allow fault-tolerant routing 
in the network in case of node and/or link failures. One 
can argue that more than two paths could be available for 
a source-destination pair, but only two best routes are 
selected. The main reason for such selection is not to 
pollute route cache with data that probably will never be 
used. 

 
The proposed protocol is an extension of the basic 

DSR for most of its operation. All the control messages, 
except RREP, have the same format and similar 
semantics. The destination node can select two best 
routes according to a pre-defined criteria. The criteria 
could include minimizing the hop length, disjoint paths, 
inclusion of a certain set of “good’ and trust-worthy 
nodes and/ or links in the paths, etc. The criteria could 
address cost, fault-tolerance and security issues. The 
proposed protocol supports the discovery several 
additional routes during the route discovery process. 
These new routes are not possible to discover in a single 
route discovery phase in the basic DSR. The availability 
of primary and secondary routes (if they exists) for a 
source-destination pair increases network throughput, as 
the source node will not have to initiate the route 
discovery process on a route failure.  

 
The simulation results, as shown in Figure 3, indicate 

that the proposed protocol offer better Packet Delivery 
Ratio as compared to DSR, in addition to providing fault-
tolerance to the system. Figure 4 shows the overhead in 
terms of the number of control messages sent in a session 
between a source-destination pair for the classical DSR 
and the proposed protocol. The figure clearly indicates 
that the proposed protocol offer less overhead in terms of 
the number of control messages sent. In case of classical 
DSR, when a route fails due to a faulty node in the node, 

RRER message is sent to the source and the route 
discovery process is re-initiated by sending another 
RREQ and RREP messages. In the proposed protocol, 
this overhead is avoided at most occasions, as an alternate 
route is most likely to be available. The network 
throughput is better in case of the proposed protocol as, 
again, alternate route are available without the need to 
rediscover new routes, as is done in the classical DSR. 

 
The proposed protocol has one disadvantage as 

compared to the basic DSR; i.e., the RREP message has 
more information (for both primary and secondary paths) 
to carry, while basic DSR carries information about 
primary path only.   

 
 

 

 
 
Figure 3: Simulation results for Packet Delivery Ratio vs. 
Percentage of Faulty Nodes for the proposed protocol and 
the classical DSR. Pause time= 50 sec. 

 
 
 

 
 
Figure 4: Simulation results showing the overhead in 
terms of number of control messages sent per session for 
the proposed protocol and the classical DSR. Pause time= 
50 sec. 
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Figure 5: Simulation results showing the throughput 
changes as a result of increasing the percentage of faulty 
nodes  for the proposed protocol and the classical DSR. 
Pause time= 50 sec. 

 

IV.  CONCLUSIONS 

 
Design of a fault-tolerant routing protocol for mobile ad 
hoc network is a complex process. If a source node does 
not have an alternate route to the destination node, then 
the source has to initiate a route discovery process on the 
failure of a node and/or link in the original path. The 
route discovery process has its own latency and it limits 
the network throughput. This paper proposes a fault-
tolerant routing protocol that identifies two routing paths 
(if they exist) by making some minor modification to the 
basic DSR protocol. The protocol supports the discovery 
several additional routes during the route discovery 
process. These new routes are not possible to discover in 
a single route discovery phase in the basic DSR. The 
working of the protocol is compared with that of basic 
DSR and it is found that protocol offers low overhead, in 
terms of number of control messages, as compared to the 
basic DSR.  Simulation result also indicate higher packet 
delivery ratio, higher network throughput, and less 
control message overhead as compared to the classical 
DSR protocol. 
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